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HISTORY AND PURPOSE OF NABET 

 

 This organization is in its thirty-third year of existence.  It formerly was 

known as APUBEF (The Association of Pennsylvania University Business and 
Economics Faculty).  It was founded by a small group of Economics professors of 
the fourteen state universities comprising the Pennsylvania System of Higher 

Education.  Their goal was to provide a platform for sharing and exploring 
scholarly work among the business faculty of the fourteen state universities in 

Pennsylvania.  As a result of their efforts, the organization has sponsored an 
academic conference each year for the past 30 years. 

 Over the years, the fundamental goal of NABET/APUBEF has been to target 

the business faculty of the small business colleges in Pennsylvania, and 
surrounding states.  The organization has been successful in achieving this goal for 

the past several years.  In 2006 the Executive Board determined that the APUBEF 
organization should be renamed as NABET and become regional in scope.  As a 
result, the October 2007 annual meeting presented 87 scholarly and pedagogical 

papers and workshops over two days.  It featured authors from eight states 
including 53 different colleges and universities.  The organization continues to 

grow, every year exceeding the previous year in participation. 

 The original founders also established a referred journal, the Pennsylvania 
Journal of Business and Economics (now renamed as the Northeastern Journal of 

Business, Economics and Technology).  The journal applies a double blind review 
process and is listed in Cabellôs Directory.  It is published at least once each year, 
and has a devoted editorial staff supported by an excellent corps of reviewers. 
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A NOTE ON POTENTIAL OF VIRTUALIZATION IN THE CLASSROOM AND BEYOND  

Mohamed Albohali, Indiana University of Pennsylvania 

Pankaj, Indiana University of Pennsylvania 

ABSTRACT 

Virtualization is a computer running another computer in a logical sense. Virtualization is one of the main 

technologies and driving forces in the Information Technology (IT) industry at present. While an old concept, it is 

mainstream in ways it was never before.  Virtualization offers several benefits many of which can be extended to an 

educational setting to improve curricular instruction in an IT-oriented program. This research explores the use of 

virtualization to enhance student learning in an IT-oriented program at a public university.  It proposes a layout that 

may be best suited for instruction and discusses some potential limitations that may affect the proposed setup.  This 

setup is under construction and would be followed up with a pilot study. The results will be reported in a future 

manuscript. 

INTRODUCTION  

Virtualization is an old concept in computing.  The 

concept was first implemented by IBM in early 1970, 

when it offered its VM (Virtual Machine) operating 

system (Creasy, 1981; Varian, 1997). Since that time 

virtualization has been used in a variety of forms like 

in Java Virtual Machine that provides a sandbox 

within an operating system to run the Java Byte Code 

(Tolksdorf, 2005).  Virtualization is seeing a 

resurgence after being in the shadows for several 

years. There are several reasons for this, the first 

being the increased capacity and capability of 

hardware. This increased capability can lead to 

underutilization of the server depending upon load 

conditions, and running more than one server on the 

hardware leads to better capacity utilization. There is 

also an issue of server sprawl stemming from servers 

for everything throughout the data center. 

Virtualization allows server consolidation and better 

control and server management (Morgan, 2008; 

Savage, 2008). Push for virtualization has also come 

from cloud computing and Platform as a Service 

(PaaS) providers like Amazon Elastic Cloud 2, where 

virtual servers can be provisioned on the fly and 

allocated to companies on a near real-time basis 

(Hinchcliffe, 2008). On the Green computing front, 

virtualization is a key in reducing power/energy 

consumption (Network World, 2003; Morgan, 2008). 

It would be fit to say that virtualization is in some 

sense leading a new revolution in Information 

Technology (IT) Infrastructure today (Overby, 2008).  

 

A simple definition of virtualization is having a 

computer running on a computer in a logical/virtual 

sense. A typical computer runs one operating system 

that controls its hardware resources. In virtualization, 

a logical hardware abstraction is created which is 

used by other guest operating systems that constitute 

a virtual computer/machine. Virtualization allows 

multiple operating systems to run on a piece of 

hardware. Depending upon the hardware it is possible 

to run 3 to 50 virtual machines on a computer with an 

x86 processor. Virtualization is being used in several 

novel applications. As mentioned before in a cloud 

computing environment it is being used to provide 

near real-time capacity provisioning. On the client 

side, it can be used to provision workstations to the 

end users that reside as a virtual machine on a server. 

This last application is the primary interest in this 

research.  

 

While virtualization has gained much traction in 

several business sectors/segments its use in education 

appears limited. Its use in supporting student 

computing and curriculum instruction has not been 

explored fully. This research proposes to delve into 

these areas and explore certain novel ways to use 

virtualization to improve instruction.   

 

RESEARCH QUESTIONS/PROBLEMS 

An IT-oriented curriculum typically uses several 

types of software to support various courses.  Many 

of these software packages are availed free through 

participation in various academic alliances or at a 

reduced rate.  Due to licensing associated with the 

academic programs, such software can only be run on 

university lab computers in a controlled fashion.  The 

operating system requirements for the software may 

also require installation of server software and 

require a more powerful computer as compared to a 

typical workstation that a student uses.  Additional 

considerations would include software upgrades, 

security issues, etc. Physical access to lab machines 

running these software packages is usually restricted 

due to use of labs for classes and limited operating 

hours for the lab. The research question/problem 

statement to be addressed is to design a setup that 

offers students access to a server running all the 

software needed for various courses, and that is 

accessible 24X7 in an anytime, anyplace fashion. 
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Additional considerations for the setup are: 

a) Ease of manageability: Ability to manage 

various servers from a central location and 

ensuring operating system and software 

upgrades, license renewals and license 

installation, and backup and restoration. 

b) Open Learning Environment:  Provide an 

environment where students can experiment with 

various aspects of different software and new 

software. Current lab setup is locked down and 

prevents any modification to the software on the 

machine including installation of new software. 

c) Resources: Due to budget constraints, the whole 

setup has to be cost effective. Attempts to 

leverage existing hardware, support personnel, 

and physical space would be the key. 

d) Policies and Regulations: Due to liability issues, 

computing in universities has become more and 

more locked down. The proposed setup has to 

comply with existing policies and regulations 

and possibly runs the risk of being isolated from 

the main network and inability to access other 

university-wide network resources. This may 

cause inability of off-campus access to the setup. 

This may be a real issue given that this is a 

faculty-driven initiative rather than a university 

administration-driven initiative.  

 

Based on the survey of use of Virtualization in the IT 

industry, it is apparent that such a setup could be 

afforded through the use of a virtual environment 

running virtual servers (Tolly, Bruno, and Montoya. 

2006).  Various companies are implementing Virtual 

Desktop Infrastructure to provide centralized and 

controlled access to the corporate desktop 

applications over Virtual Private Network (VPN) or 

in a browser. A similar setup could be used to 

provide access to each student to either one or 

multiple virtual machines (both server and 

workstation) running the required software in a 24X7 

manner from on-campus and off-campus locations. 

 

At the atomic level, the design and implementation of 

this setup can be further broken down to certain 

specific questions.  

a) Which software is the best choice to provide 

virtual servers? There are several vendors that 

provide virtualization software. These include 

MokaFive, VMware, Microsoft, XenSource, 

Virtual Iron, Parallels, and others.  A detailed 

survey of the capabilities and offerings of these 

software packages would be needed. One should 

note though that these offerings and capabilities 

are a moving target. 

b) Hardware capabilities of individual machines to 

set up the environment.  The specific question 

here is related to level of distribution of 

functionality between different machines with 

few powerful machines running more servers vs. 

more commodity machines running fewer 

servers.  The first option reduces maintenance 

overhead while the second is more budget-

friendly.  Questions of backup and redundancy 

need to be addressed. 

c) Network capacity for off-campus access needs to 

be addressed since the current networking setup 

may pose a restriction.  Subnetting the setup and 

having IP address-based flow control for 

increased bandwidth may be one of the 

possibilities explored. 

 

INI TIAL PROPOSED SETUP 

To investigate the possible solutions to the problems 

proposed above, an initial setup is proposed. For 

purposes of brevity, the rationale for this setup is 

summarized here: 

a) Budget: Given the budget is a constraint either 

open source virtualization software and/or that 

which could be procured through existing 

academic alliance was obtained.  

b) Training:  The students and faculty training 

material is available at a low cost for the options 

chosen. From a curriculum point of view, this 

makes training more cost-effective. 

c) Commodity Machines: To reduce budget and 

allow flexibility, commodity machines were 

used. The virtual machines were distributed 

amongst these machines. These machines would 

serve virtual servers as well as serve as a test bed 

for students to administer and maintain these 

virtual machines. 

d) Integration with Existing University Technology 

Platforms:  The university infrastructure is 

predominantly based Microsoft unless dictated 

by the application requirements.  Integration with 

this infrastructure can only be achieved if the 

proposed setup is predominantly based on 

Microsoft technologies. Some of the integration 

envisaged is a domain for the setup that trusts the 

university domain and hence can use resources 

like network accounts and passwords. 

 

Proposes Setup Details 

 

The proposed setup is detailed in Figure 1.  As an 

initial setup that is experimental, the setup is isolated 

from the university network. Private class C 

addresses are assigned to each of the machines. All 

machines are on the same network segment. Any 
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internet connectivity needed is provisioned through 

Network Address Translation (NAT).  Setup 

elements are listed below. 

 

 

Studentsô Servers:  Each student's server will consist 

of a light weight LINUX distribution initially 

(Ubuntu or PCLinux, etc.) in order to conserve  

resources on the physical server and in order to house 

as many virtual servers as possible on only one or 

two physical servers (if possible).  Each student 

server is expected to be between 2GB and 10GB in 

their physical file-size on the hosting server.  This is 
sufficient space for a practical workstation with all 

needed software for software testing and 

development and other practical office related 

activities along with a small individual web server.  

In later stages, workstations and servers based on 

Microsoft technologies will be provisioned. 

 

Group Servers:  The group servers will house the 

software to control and monitor the virtual machines 

on student servers in a centralized fashion.  The 

purpose of these servers is to provide virtual machine 

administration experience to students.  Students will 

work in groups on these servers.  This is where IT 

groups can demonstrate their ability to work, 

cooperate, and organize discussion and planning 

sessions regarding performance etc.  Each group will 

consist of two to four students who will be assigned a 

group server which controls two to four studentsô 

servers.  These group servers will be a mix of Linux 

and MS 2008 servers.  Group servers may each be 

assigned a hypothetical department within a 

corporation and hence each studentôs server would be 

subject to a certain policy or regulation that the group 

should decide upon and implement.   It should be 

clear that individual studentsô servers may very well 

be the hypothetical departments instead and the group 

servers would be assigned corporate entities such as 

News/media, Education, Business, etc. 

 

Shared Storage Server:  This may be a network 

attached storage (NAS) or a server with ample 

storage with either a RAID 5 or 6 configuration, 

which will primarily be provision storage to the 

network for snapshot backups and core machine 

images.  Dynamic quota allocation will be used with 

some limitation and a tape backup would be 

provided.  

 

Main Web/Mail Server: The main web server and 

email server will provide web services and mail 

services that will be accessible to the whole setup. 

The web server will display server uptime status and 

other statistics in a centralized fashion. 

 

Main Control System: The main control system is a 

domain controller for the setup. This will run MS 

Server 2008 R2 and will hold account information, a 

DCHP server, and a gateway to the Internet. For 

integration purposes it is envisaged that it will trust 

the university domain (vice versa may be an issue 

due to security and other reasons) and possibly 

contain an active directory extract of user accounts 

from the main domain which may be refreshed on a 

periodic basis or a push basis. 
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STATUS OF THE PROPOSED LAB 

At this stage, the domain controller, the web/mail 

server, one group server, and a student server have 

been procured. These are primarily existing machines 

which will be moved from current use to use in the 

lab.  The lab is being setup in a networking lab and is 

isolated from the main university network. The 

installation and configuration of the domain server is 

underway. To enhance student learning and 

experience, student participation in the setup is being 

explored. The proposed mode of involvement is to 

offer independent studies to a group of identified 

students.  This independent study will fulfill the 

requirement of an elective course in the curriculum. 

 

CONCLUSION AND FUTURE DIRECTION  

The undertaking and the setup proposed here is quite 

ambitious and there is an obvious resource constraint. 

The distributed nature of the proposed setup will 

allow for implementation in a phased fashion.  A 

pilot setup will be implemented first. This will 

consist of only one group server and student server. 

After successful implementation of the pilot, requests 

for internal competitive grants will be filed along 

with request for additional resources from the 

university administration. The time line for the pilot 

implementation is set for Summer of 2011. While this 

may risk some technology obsolescence, the risk is 

not perceived to be too great.  It is hoped that in a 

couple of years this lab will come to fruition and will 

enhance the curriculum and learning experience of 

the students enrolled in the MIS program. 
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ALTERNATIVE WIND AND SOLAR ENERGY SUBSIDIES REQUIRED FOR PUBLIC ADOPTION  

Jerry Belloit, Clario n University of Pennsylvania 

ABSTRACT 

The BP Gulf of Mexico drilling disaster of 2010 emphasized another of the negative consequences of the United 

Statesô dependence upon fossil fuels.  In addition, there have been other disasters on land during the summer of 2010 

while drilling in the Marcellus Shale region with significant environmental consequences further highlighting 

problems with our quest to expand fossil fuel production.  While it is clear that we must rely upon fossil fuels in the 

short run, there is a growing consensus that alternative energy production will be of expanding importance.  The 

current difficulty with much of the non-fossil fuel alternative energy options is its lack of economic viability without 

significant government subsidies.  This study explores the forms of alternative energy adoption and their challenges 

and will compute the subsidies necessary to make the alternative energy options of wind and solar comparable with 

commercially produced electricity and explore the public benefits from that subsidy.   

INTRODUCTION  

The BP Gulf of Mexico oil drilling disaster on April 

10, 2010 and the drilling Marcellus Shale drilling 

disasters in West Virginia and Pennsylvania in June 

of  2010
1
, have increased the public interest in the 

promotion of non-fossil fuel alternative energy 

solutions to the nationôs energy needs.  ñôThe disaster 

in the Gulf only underscores that even as we pursue 

domestic production to reduce our reliance on 

imported oil, our long-term security depends on the 

development of alternative sources of fuel and new 

transportation technologies,ô Obama said.ò
2
  In 

addition to the problems within the United States, 

there are other catastrophes throughout the world 

such as seen in Nigeria that may dwarf the impact of 

those in this country.
3
  

While there is some controversy regarding the impact 

of the use of fossil fuel on climate change, there is 

little argument that fossil fuel is a finite resource.  

Many argue that world-wide we have already reached 

the peak-oil point where production will begin to 

                                                                 
1
 ñAccidents bring calls to suspend shale drillingò , Tuesday,  

June 08, 2010, By Don Hopey, Pittsburgh Post-

Gazette,  

http://www.post-gazette.com/pg/10159/1063980-

455.stm#ixzz11iKiut7w 

2
 ñAmid Focus On Spill, Obama Touts Alternative 

Energyò, by Scott Horsley, May 26,2010, NPR, 

http://www.npr.org/templates/story/story.php?storyId

=127122705 

 
3
 ñNigeria's agony dwarfs the Gulf oil spill. The US 

and Europe ignore itò by John Vidal, guardian.co.uk, 

The Observer, 

http://www.guardian.co.uk/world/2010/may/30/oil-

spills-nigeria-niger-delta-shell 

 

decline.
4
  Clearly within one or two generations the 

demand for fossil fuel will exceed the production.
5
  

When that happens, the pressure to convert to 

alternative energy resources will obviously 

accelerate. 

Another driving force promoting the adoption of 

alternative energy implementation is the pressure for 

the United States to adhere to the Kyoto Protocol 

adopted in December 1997 with the adoption 

mechanisms agreed upon with the Marrakech Accord 

in 2001.  While the Kyoto Protocol was signed by the 

President of the United States, it has not been ratified 

by the United States Senate.  Consequently, the 

Protocol is not legally binding upon the United 

States.  However, it remains a goal of the Presidency 

to achieve the goal of the treaty of reducing CO2 

emissions to seven percent below the 1990 level.
6
  

Solar and wind alternative technologies can go a long 

way toward meeting that goal.  For example, it is 

estimated that widespread adoption of residential 

solar hot water heating would reduce CO2 levels 

enough to account for a quarter of the targeted 

reduction. 

This paper will examine the costs to homeowners for 

acquiring solar and wind energy and compute the 

public and private subsidies required to make the cost 

of the systems compatible with electrical energy 

provided through power grid connections.  This paper 

                                                                 
4
 Hubbert, Marion King  (June 1956). "Nuclear 

Energy and the Fossil Fuels 'Drilling and Production 

Practice'"(PDF). Spring Meeting of the Southern 

District. Division of Production. American Petroleum 

Institute. San Antonio,Texas: Shell Development 

Company. pp. 22ï27. Retrieved 2008-04-18. 

 
5
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will also estimate the public benefits to the taxpayer 

for providing homeowners those subsidies. 

OVERVIEW OF SOLAR AND WIND 

TECHNOLOGIES  

Wind 

Wind Power is results from the indirect use of solar 

power.  The maximum amount of power or kinetic 

energy (KE) that may be harnessed from any 

particular wind is approximated by the following 

formula: 

ὑὉ  Ȣφρ ὠ 

Where V = the Velocity of the Wind 

Consequently the amount of energy that may be 

harnessed by the wind goes up by a factor of eight 

when the velocity of the wind doubles.  However, the 

most efficient windmills are unable to harness all of 

the kinetic energy of the wind, In practice, windmills 

are able to only harness from about 16% to 46% of 

that energy
7
 depending upon the number of blades 

and blade types.  To further complicate the analysis 

of wind power, the larger the number of blades, the 

more raw power that may be harnessed.  However 

electrical generation from that raw power requires a 

higher blade tip to wind speed ration that may be 

achieved only with fewer blades.  Thus water 

pumping from wind power works well with larger 

number of blades while making electrical power 

works better with only two or three blades. 

Another complicating factor for the production of 

electricity from wind power is the height of the 

bottom of the blades above any obstruction such as a 

home or trees.  This height should exceed at least ten 

feet above the obstruction or there will be a 

significant loss in the efficiency of the wind turbine 

due to turbulence from the obstruction.  To add to the 

height issue, the higher above the obstruction the 

greater the wind speed.  Wind speeds would typically 

double by increasing the tower height from 30ô to 

120ô.  Referring back to the power formula above 

that would result in eight times the power output. 

Solar 

Direct use of the sunôs radiating energy to the earth 

takes four possible forms.  First is that energy to 

provide light during the day.  Second is the direct 

transfer of that radiant energy to heat water. The third 

                                                                 
7
 R. Wilson and P. Lissaman, Applied Aerodynamics 

of Wind Powered Machines, Oregon State University. 

is the use of that energy to heat the interior of the 

home.  Finally, is the use of that energy to produce 

electrical power. 

Solar Lighting :  Most homes use at least some 

amount of natural lighting through the windows.  

However, often the lighting is muted by the use of 

window treatments such as tented windows, 

draperies, and blinds and then the light is 

supplemented by electrical lights.  Another 

application of solar lighting is the use of skylights 

and solar tubes that bring indirect sunlight directly 

into the ceiling.
8
  Outwardly it appears somewhat like 

an electrical light but it requires no power to operate.  

On a sunny day it will bring in more than adequate 

lumens into the room. 

Solar lighting has only moderate energy savings.  In a 

study for the California Energy Commission, the 

Heschong Mahone Group estimated that the energy 

savings about $.05 per square foot for office space 

based upon 2003 electric utility rates.
9
  This would be 

an upward estimate for residential use.  However, 

researchers have found that there are other significant 

benefits from solar lighting including health benefits 

as well as productivity benefits.
10

   In similar studies, 

sunlight was found to improve worker health, 

improve worker productivity, increase retail sales in a 

retail environment, improve student health
11

, and 

dramatically increase student learning.
12

  Recent 

advances in florescent lighting may provide similar 

benefits. 

Solar Hot Water.  In an average home, hot water 

heating accounts for 12% of the energy use of the 

                                                                 
8
 Skylights have more heat loss than solar tubes due 

to the increased surface area of skylights. 

 
9
 Heschong Mahone Group, Windows and Offices: A 

Study of Office Worker Performance and the Indoor 

Environment Public Interest Energy Research, 

California Energy Commission, 2003. 

10
 Op. Cit. 

 
11

 W. E. Hathaway, J. A. Hargreaves, G. W. 

Thompson, and D. Novitsky, "A Study Into the 

Effects of Light on Children of Elementary School 

Age-A Case of Daylight Robbery," (Edmonton, 

Alberta, Canada: Alberta Education, 1992) 

 
12

 Heschong Mahone Group, Windows and 

Classrooms: A study of student performance and the 

indoor environment, Public Interest Energy Research, 

California Energy Commission, 2003. 
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home.
13

  Solar hot water heating can dramatically 

reduce the energy required for hot water heating in 

just about any climate in the continental United 

States.
14

  The United States Department of Energy 

estimates the average energy savings from solar 

water heating is 50% to 80%.
15

  Solar hot water 

heating systems for climates where freezing 

temperatures are seen require a non-freezing heat 

transfer liquid and a heat exchanger. 

Solar Heating.  Solar heating may be either an active 

system where solar heat panels are used to heat liquid 

in a storage take that is most commonly used to heat 

a radiant heat system.  Passive solar heating is also 

another popular form of solar heating.  Passive solar 

systems take advantage of southern facing windows 

that create greenhouse heating of an absorber surface 

of a thermal mass.  Passive solar systems take 

advantage of overhangs over southern facing 

windows that shade the windows during the summer 

where the solar angle is great and allow the sun to 

penetrate the window during the winter when the 

solar angle is lower. 

COSTS AND BENEFITS  

OF DISTRIBUTED DELIVERY  

In 2003, a cascading blackout resulted in a massive 

loss of power for about 50 million people in the 

United States and Canada.
16

  This event exposed the 

vulnerability of the power grid to catastrophic failure 

and the weakness of a centralized power delivery 

system.  Centralized power delivery systems have 

significant cost advantages from economies of scale 

as well as normal reliability since minor outages can 

usually be compensated for by rerouting power from 

other grids. 

                                                                 
13

 2007 Buildings Energy Data Book, Table 4.2.1., 2005 

energy cost data. 

 
14

 

http://www.energysavers.gov/your_home/water_heati

ng/index.cfm/mytopic=12850 

 
15

 

http://www.energysavers.gov/your_home/water_heati

ng/index.cfm/mytopic=12860 

 
16

 ñTHE GREAT 2003 NORTH AMERICA 

BLACKOUT,ò  CBS NEWS, BROADCAST DATE: 

AUG. 14, 2003 

HTTP://ARCHIVES.CBC.CA/SCIENCE_TECHNO

LOGY/ENERGY_PRODUCTION/CLIPS/13545/ 

 

Distributive delivery systems where the homeowner 

generates solar and wind power are less vulnerable to 

widespread power outages since the power is 

generated on site.  In distributive delivery systems the 

on-site system can be connected to batteries to 

provide power when wind and solar power is 

inadequate for the instantaneous demand.  The 

systems may also be able to be connected to the 

power grid for reserve power as well.  In areas that 

have net metering, the power grid becomes a storage 

device in addition to or in lieu of batteries.  A grid-

connected system may reduce the amount of battery 

storage necessary for the homeowner.  For example, 

a completely off-grid home power system may want 

to have many hours or even days of reserve battery 

power, depending upon how likely would the system 

be to be unable to generate sufficient power.  

However, if it is connected to the power grid, then 

the reserve battery power need to be only enough to 

sustain the household during any common brown or 

blackouts. 

ELECTRICAL SYSTEM COSTS  

AND UTILITY SAVINGS  

To select a solar and/or wind system for an average 

home is not an easy task.  For purposes of this study 

two systems will be examined.   First, a Photovoltaic 

(PV) system optimized for Central Florida will be 

explored.  Second, a hybrid Wind-PV system for 

Clarion, Pennsylvania will be used.  For the Northern 

climates, a hybrid system will be required.  During 

the winter months, the amount of solar electricity that 

can be generated is limited due to the snow and cloud 

cover.  However, in those same areas, the wind is 

much higher.  In the summertime, the wind is 

significantly reduced but the PV array can produce at 

near maximum.  Both systems will have an 

appropriate battery storage system to provide 

sufficient power during periods when the sun is not 

shining and enough reserve capacity to provide 

power for 48 hours.  Both systems will be grid 

connected and will be able to sell their power back to 

the utility company.  Both systems assume a monthly 

power consumption of 1000 KW
17

.  Reserve battery 

power was estimated to provide four days of power 

using only the batteries.  Below in Table 1 are the 

                                                                 
17
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costs of complete systems sized to provide 1000 KW 

average year round power.
18

 

Table 1 

Total Costs of Systems 

 FLORIDA  PENNSYLVANIA  

PV Array $ 22,821.91 $ 26,510.91 

Wind Turbine $0.00 $8,000.00 

Installation $   5,878.89 $ 10,162.60 

Total $ 28,700.80 $ 44,673.51 

 

The wind turbine production for the Pennsylvania 

system was estimated assuming an average annual 

wind speed of 9 MPH.  For comparison purposes 

with locations with more wind, the system prices 

estimated in the Table 2 below for an average wind 

speed of 12 MPH and 15 MPH: 

Table 2 

PA System Costs in Higher Wind Areas 

 12 MPH 15 MPH 

PV Array $ 22,558.41 $    20,713.91 

Wind Turbine $   8,000.00 $      8,000.00 

Installation $   8,130.16 $      6,859.84 

Total  $ 38,688.57   $    35,573.75  

 

                                                                 
18

 These costs were estimated using prices found 

from Sun Electronics out of Miami Florida on 

October 17, 2010 (http://sunelec.com/).  The system 

priced was a complete Grid-tie system using the 

suggested configuration and hardware substituting 

the proper number of panels for the given power 

requirements and using 170 watt PV panels.  The 

wind turbine selected was a Skystream 3.7 2.4 KW 

system and pole.  The PV panel requirements were 

estimated by calculating the number of panels needed 

to produce the required average output given an 

average solar day of 5.67 for Tampa, Florida and 

3.28 for Clarion, Pennsylvania.  The inverter loss was 

5%.  The power generated by the wind turbine was 

estimated assuming an average annual wind speed of 

9 MPH. 

To compute the utility savings from the alternative 

energy electrical systems above, the following 

assumptions were made.  First, since both Florida and 

Pennsylvania rates will be unregulated by next year, 

the utility rates were estimated assuming no change 

in rates, a 3% average annual increase, and a 5% 

annual increase in rates.  The utility rates have been 

unregulated for several years in Florida.  The average 

annual rate of increase over the last four years has 

been 4% in Florida.  Thus, 3% and 5% rates of 

increase were plausible.  Finally a 5% discount rate 

was chosen since that is an average mortgage rate 

available for financing.  The savings were estimated 

over the average 25 year life of the system.  The 

present values of the savings are summarized below 

in Table 3: 

Table 3 

Present Values of Savings 

%  

INCREASE 

FLORIDA  PENNSYLVANIA  

0% $21,773.45   $15,711.98  

3% $29,484.16  $21,276.12  

5% $36,782.86  $26,542.95  

 

Net Cost of Systems 

The net cost
19

 of the electrical systems for a 

homeowner consuming an average of 1000KW of 

power per month is shown below in Table 4 with the 

same assumptions on annual utility price increases: 

Table 4 

Net Lifetime Cost of Systems 

%  

INCREASE 

FLORIDA  PENNSYLVANIA  

0%  $6,927.35  $28,961.53  

3%  ($783.36) $23,397.39  

5%  ($8,082.06) $18,130.56  

 

Upon examination of the above table, it would pay 

people in Florida to adopt the solar panel technology 

                                                                 
19

 The net costs of the systems were computed by 

subtracting the costs in Table 1 from the savings in 

Table 3. 

http://sunelec.com/
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without any state or federal subsidy.  In the 

Pennsylvania case, public subsidies are definitely 

needed. 

ENERGY SUBSIDIES 

Currently there are state and local energy subsidies 

available in Pennsylvania.  In addition, there are 

Solar Renewable Energy Credits that may be sold to 

the utility companies.  Currently the Federal tax 

credit on both systems is 30%.  For the State of 

Florida offers a $4 per watt rebate on solar systems.
20

  

The State of Pennsylvania offers a $1.25 per watt 

grant.  The prices vary for the sale of the Solar 

Renewable Energy Credit but at least one company 

advertises the purchase of those credits for $1.15 per 

watt.
21

  These credits, grants, and rebates lower the 

initial out of pocket cost of the Florida system to 

($3,425.02).  The net effect is to actually pay the 

homeowner to install the system without the 

consideration of the future value of the energy 

savings from Table 3 assuming that the state rebates 

are paid.  The Pennsylvania net cost of the system is 

reduced to $11,759.26.  The Pennsylvania cost of 

$11,759..26 does not include any financing cost or 

any opportunity cost to the homeowner for the 

purchase of the system.  Financing cost and 

opportunity costs for the Florida homeowner are not 

relevant since the system pays for itself initially.  

After computing the value of the savings on utility 

bills, the net costs for the two systems are reduced to 

the following as seen in Table 5: 

Table 5 

Net Costs after Energy Subsidies 

%  

INCREASE 

FLORIDA  PENNSYLVANIA  

0%  ($25,198.47) ($3,952.72) 

3%  ($32,909.18) ($9,516.86) 

5%  ($40,207.88) ($14,783.69) 

                                                                 
20

 This rebate program has been seriously 

underfunded by the Florida State Legislature.  

However, to date, the State has backfilled the budget 

from Federal Stimulus money and still paid the 

rebate.  With the potential for the stimulus money 

ending, this rebate is in question. 

 
21

 From calculator estimates from company web site: 

http://www.astrumsolar.com/calculator/estimate/4161

1/baa3bfb720 

Given the possibility that the Florida rebate program 

will end and the State of Florida defunding the 

program, the Florida costs will then be as follows: 

Table 6 

Net Costs of Florida Systems  

without State Subsidy 

%  

increase 
Florida 

0%  ($1,682.89) 

3%  ($9,393.60) 

5%  ($16,692.30) 

 

Given that in both cases, the existing subsidies should 

be sufficient to encourage widespread adoption of 

alternative energy, the question becomes, ñWhy has 

the public not been vigorously adopting the 

technology?ò  Is this an educational/marketing 

problem or is it due to other pragmatic challenges 

that impede adoption? 

PRAGMATIC CHALLENGES TO 

WIDESPREAD ADOPTION  

Zoning and Building Codes 

One challenge to widespread adoption of alternative 

energy such as wind and solar electric and heating are 

zoning and building code restriction.  For wind 

power, the efficiency of the wind turbine is 

significantly influenced by the height of the turbine 

tower.  Clearly the tower height should not be so 

great as to fall upon the neighborôs property or public 

right-of-way should the tower fail.  Likewise, the 

tower height should not interfere with aviation.  

However, many zoning and building codes in urban 

areas restrict the tower height to a less than optimal 

height or preclude the erection of the towers 

completely.  In a similar vein, there are some 

communities that restrict or preclude the placement 

of solar panels for esthetic reasons.  There is some 

hope for property owners in this situation from new 

products that integrate the solar cells into the building 

windows
22

 and shingles.
23

  In addition, thin film solar 

                                                                 
22

 http://news.cnet.com/8301-11128_3-10235480-

54.html 

 
23

http://ezinearticles.com/?Solar-Cell-Roofing---

Energy-Producing-Shingles-That-Look-Like-A-

Normal-Roof&id=833973 
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panels may be applied directly to metal roofs
24

 in 

communities that allow metal roofing. 

Site Issues  

Vegetation.  There is a natural conflict between tall 

trees and the use of solar and wind.  The esthetic and 

natural warming and cooling benefit of trees 

surrounding a home have long been extoled.  

However, those same benefits impair the use of solar 

and wind technologies.  Tower heights should extend 

20-30 feet above the tallest trees near the tower.  Tall 

trees shade the solar panels limiting their efficiency.   

In addition, falling leaves can fall on the panels and 

further limit the panels efficiency.   In Florida, the 

rash of damaging hurricanes has made some 

homeowners fearful of having tall trees near the 

building.  In communities that will issue tree cutting 

permits, some homeowners have removed the trees 

opening up the opportunity for wind and solar. 

Site Orientation.  The ideal location for solar is a 

southern facing roof expanse.  In particular, a 

southern facing roof at the rear of the home is 

preferred due to esthetic reasons. Homes that lack a 

southern facing roof are forced to place the panels on 

either east or west facing roofs.  Alternatively, the 

homeowner could, in communities that would allow 

it, place the panels on a separately erected structure at 

both and added economic and esthetic cost.  For wind 

turbines, site placement is also important.  Tall 

buildings and trees can block the wind from a site.  In 

addition, properties in a dip or gully may also suffer 

from sufficient wind potential.  Paradoxically, in 

some urban areas, the tall buildings sometimes create 

a wind tunnel between the buildings that offer an 

increased opportunity for wind generation. 

Size Limitations.  The major issue of site size 

limitations impact the use of wind power.  Wind 

turbine towers should not be so tall that, in the event 

of a tower failure, the tower would fall outside the 

property ownerôs property.  Consequently this usually 

limits wind turbines to properties of at least a half of 

an acre. 

State Subsidies 

The final pragmatic challenges to widespread 

adoption of alternative energy opportunities are the 

existence of state subsidies.  On the surface state 

subsidies do increase the demand for alternative 

energy.  The difficulty exists in that some states have 

much larger subsidies than other states as seen in the 

example of the state subsidy differences between 

                                                                 
24

 http://www.technologyreview.com/Energy/21365/ 

Florida and Pennsylvania.  This creates market 

anomalies where some homeowners wishing to adopt 

alternative energy systems end up having to pay a 

premium because the supplier has a reduced incentive 

to negotiate a lower price.  This anomaly will 

continue to exist until there is sufficient supply to 

meet the potential demand.  For example, just prior 

and during the Governor Gray Davis administration, 

large state subsidy programs were implemented in 

California
25

.  These subsidies were in response to a 

serious lack of sufficient capacity for the electrical 

grid in that state that led to rolling blackouts in 2000 

and 2001.  Today these subsidy programs have 

resulted in California leading the nation with more 

than 666 megawatts of installed capacity
26

.   

Unfortunately, these subsidies dramatically increased 

the demand for solar cells while the supply was 

limited.  This resulted in significantly higher prices 

that limited adoption in other states with lesser 

subsidies.  Fortunately, several initiatives
27

 were 

begun by the Department of Energy to increase the 

supply of solar cells in this country.  Those initiatives 

have proven successful with significant increases in 

production capacity occurring in 2008, 2009, and 

2010
28

.  Additional supply is coming on line in 2011.  

As a result in these significant increases in supply, 

prices have fallen dramatically and in some cases as 

much as 50-75%
29

.  New developments in technology 

have offered a promise of even lower production 

costs.  Oddly enough, there is still a pervasive 

ñwisdomò that solar and wind technologies are not 

yet cost competitive
30

,
31

. 

Initial upfront cost.   Another difficulty inhibiting 

the widespread adoption of alternative energy is the 
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http://www.sciencealert.com.au/opinions/20090202-

18747.html 
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high initial installation cost.  While the present value 

analysis of system costs suggest that even with no 

increase in utility grid costs, the alternative energy 

systems are cost beneficial, the initial upfront costs 

appear to be a barrier.  This barrier may well be 

because of the consumerôs lack of information about 

the costs and benefits of an alternative energy system.   

It may be that the homeownerôs expected tenure in 

the property does not seem to warrant the investment.  

The problem with this is that the homeowner is 

probably unaware of the impact on the value of the 

property that the alternative energy improvement 

brings
32

,
33

. The barrier may also simply be that the 

homeowner does not have the capital to invest.  This 

barrier may create opportunities for businesses to up 

front fund the improvements in exchange for the tax 

credits, grants, and production credits. 

THOUGHTS FOR THE FUTURE  

The potential for alternative energy options to solve 

the worldôs dependence upon fossil fuels is huge.  

For example, if harnessed, enough sunlight hits 50% 

of the Gobi Desert in Africa to provide for the entire 

energy need of the world
34

. 

                                                                 
32

 Nevin, R. and G. Watson. ñEvidence of Rational 

Market Valuations for Home Energy Efficiency.ò The 

Appraisal Journal. October 1998, 401-409. 

33
 Nevin, R. and C. Bender, H. Gazan. ñMore 

Evidence of Rational Market Values for Home 

Energy Efficiency.ò The Appraisal Journal. October 

1999, 454-460. 

34
 Joshua Pearce, ñPhotovoltaics ï A Path to 

Sustainable Futuresò, Futures 34(7), 663-674, 2002.  
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With the rapidly decreasing production costs of solar 

cell technologies, PV will soon (if it has not already) 

have a cost advantage over traditional grid provided 

generation.  If homeowners were able to increase 

their alternative energy production on home bound 

systems, they may be soon able to drastically reduce 

even their fuel consumption for their cars.  Hybrid 

automobile technologies are already available.  

Recent introductions of the Chevrolet Volt or the 

Nissan Leaf provide opportunities for homeowners to 

radically reduce their commuting costs.  (Federal 

automotive requirements coming into effect in the 

near future will require that hybrid automobiles be 

able to be plugged in to recharge and operate for 

limited distance on battery power only.  The 

homeowner may wish to increase the size of their 

system to provide additional power for the commute 

to work.)  It may well be in the near future that 

Americaôs dependence upon imported oil ends.  

Environmental benefits will be very significant as 

well.  

Dr. Jerry Belloit is the chairperson of the Department of Finance and a professor of real estate at Clarion University 

of Pennsylvania.  His research interests include law, tax, and energy policy particularly as it relates to the real estate 

industry. 
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DO CLICKERS CLICK IN THE CLASSROOM?  

Eric Blazer, Millersville University   

ABSTRACT 

Classroom response systems (CRS) are interactive technologies that enable teachers to streamline administrative 

tasks, conduct real time assessments, and initiate conversations with students. A number of studies have examined 

student and faculty attitudes towards classroom response systems, and their impact on pedagogy. This research 

evaluates the impact of CRS technology on student learning outcomes through the use of a randomized experiment 

using four sections of Managerial Accounting over two semesters. Student Learning was measured using in-class 

and on-line quizzes, papers, mid-terms and final exams. The research finds no evidence that CRS technology 

improves student learning outcomes relative to the use of a low tech alternative. 

INTRODUCTION  

This study examines the impact of classroom 

response systems (CRS) on student learning 

outcomes in undergraduate Managerial Accounting 

classes. Randomized experiments were conducted 

over the course of two semesters, comparing learning 

outcomes between two treatments. One treatment 

involved the use of CRS to engage students and 

provide real time assessment of student learning. 

Students in this group used CRS to respond to lecture 

embedded concept check questions. The second 

treatment involved the use of a low-tech alternative, 

manually polling students with index cards, to solicit 

student responses to the same lecture embedded 

concept questions. The concept check questions 

consisted of conceptual and quantitative multiple 

choice questions embedded into PowerPoint lecture 

slides. The questions were designed to encourage 

student engagement throughout the class, and provide 

students and the lecturer with real-time feedback on 
student comprehension.  

Prior research related to CRS falls into three broad 

categories. The first focuses on the need to adapt 

classroom pedagogy to a more synchronous mode to 

fully realize the benefits of CRS technology. The 

second broad class of research measures student 

perceptions and attitudes towards the use of CRS 

technology. The third line of research attempts to 

assess the impact of CRS technology on student 

learning outcomes. This study builds the third line of 

assessment research, but differs in an important 

respect. It attempts to separate the impact of CRS 

technology from the impact of CRS related 

pedagogy, which generally provides students with 

more immediate feedback, and involves greater 

student engagement than traditional classroom 
pedagogy (Johnson, 2004).  

CRS Pedagogy 

One of the biggest barriers to the successful adoption 

of CRS may be that faculty must learn new classroom 

skills and adjust their teaching methods, and students 

must adapt to active learning (Johnson, 2004). CRS 

technology engages students in active learning, and 

upends traditional asynchronous teaching model in 

which information flows in a single direction from 

faculty to students, and feedback is obtained via 

exams, quizzes, and homework assignments.  With 

CRS, the controlled asynchronous lecture environ-

ment is replaced with a synchronous classroom 

model in which faculty use CRS to gather real-time 

data to evaluate student beliefs, attitudes, and 

understanding. This synchronous mode requires 

greater faculty flexibility, responsiveness and 

creativity. To realize the full benefits of a CRS 

faculty must allow students to shape classroom 

discussions and be willing to adapt lesson plans on 

the fly in response to student feedback (Birdsall, 

2002). Significant increases in student understanding 

of concepts in science courses were shown to occur 

when an interactive pedagogy was employed 
(Cooper, 1995; Hake 1998). 

Beatty shares insights gained from CRS teaching and 

mentoring in physics courses (Beatty, 2004; Beatty, 

2006). CRS should be used for more than 

administering endless series of quizzes. The effective 

use of CRS engages students both inside and outside 

of the classroom. Brief quizzes at the start of class 

can allow faculty to push descriptive material out of 

the classroom and encourage students to come to 

class better prepared. CRS-based pedagogy leaves 

more class time for exploring core concepts and 

developing deeper levels of understanding. This 

transition however requires a shift in the focus of 

classroom planning from lecture note presentation to 

CRS question design. Beatty argues that apart from 

brief content based assessments; effective CRS 

questions should be limited to those that have clearly 

identifiable pedagogical goals such as:  

¶ Making students aware of their own and 

otherôs perceptions 
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¶ Discovering points of confusion or 

misconception 

¶ Distinguishing between related concepts 

¶ Realizing parallels or connections between 

different ideas 

¶ Elaborating on the understanding of a 

concept 

¶ Exploring the implications of an idea in a 

new or extended context 

Shifting from simple computational or fact based 

questions to ones that require deeper understanding 

also often requires adjustments on the part of 

students. Students may perceive questions that 

involve ambiguities as being unfair or trick questions. 

Thus it is important to communicate with students the 

purpose of the questions (learning), and to balance 

correct answers with participation when evaluating 

CRS results.  

Student Attitudes and Perceptions 

A wide variety of research provides evidence of 

positive student attitudes towards the use of CRS 

technology.  Edmonds (2006) use CRS as a bonus 

system in a managerial accounting class, and finds 

positive student responses related to attendance, 

classroom participation and engagement. In an 

attitudinal survey of students in a real estate course, 

Blazer (2007) find that more than 60% of students 

agree with the statements that CRS added value to 

their learning experience, encouraged them to pay 

attention, and increased classroom participation. On-

the-other-hand, the CRS had little impact on their 

effort outside of the classroom. Sixty-seven percent 

of the students reported no change in how they 

prepared outside of class, and only 22% agreed with 

the statement that CRS motivated them to keep 

current with readings and homework. Chan (2009) 

finds students have positive attitudes regarding the 

impact of CRS on their learning, learning 

environment, and course performance in introductory 

managerial finance courses. Barnett (2006) examines 

student attitudes towards the use of CRS in large 

section biology and physics courses, and finds the 

majority of students report that CRS in increased 

interactivity and feedback, and they had an overall 

favorable experience. 

CRS Technology and Student Learning Outcomes 

Chan (2009) compares learning outcomes across two 

managerial finance classes. The classes followed a 

traditional lecture format, and one class used CRS to 

administer short announced quizzes at the beginning 

of class, while the other administered the same quiz 

but without the use of CRS. Quiz scores accounted 

for roughly 8% of the studentôs final grade in the 

CRS class, while quiz grades in the non-clicker class 

were based solely on participation. A regression 

model was estimated using performance on three 

exams to measure student learning. After controlling 

for GPA, prerequisite course grades, major, class 

standing, sex, and employment hours, they find no 

statistically significant relations between the use of 

CRS and learning outcomes. The major limitation of 

the study is that CRS was simply used to shorten the 

feedback interval on a series of multiple choice 

quizzes. CRS was not integrated into the course with 

a change in pedagogy. 

Matus (2010) compares learning outcomes across 

three sections of a senior level capstone business 

strategy course, an online section and two traditional 

lecture classes. Identical multiple choice quizzes 

were administered in each class. Students in the 

online class were not provided direct feedback, only 

scores, but have three tries at each quiz. Answers in 

the non-CRS traditional lecture format class were 

solicited orally, and using CRS in the remaining 

class. The study found no significant difference in 

learning outcomes as measured by performance on 

the ETS Business Field Exam. The studyôs major 

limitation was that CRS was simply used to 

administer a series of multiple choice quizzes, it was 

not integrated into the course with a change in 

pedagogy. 

 Yourstone (2008) uses a randomized block 

experiment to evaluate the impact of CRS technology 

on student learning across 4 sections of 

undergraduate Operation Management classes. They 

find evidence that the immediate feedback provided 

by CRS technology, on in-class quizzes, led to 

improved learning outcomes. Learning outcomes 

were measured by differences in test scores on 

midterm and final exams. A limitation is that the 

authors could not rule out a possible interaction 

between instructors and the CRS technology. In 

addition, CRS was used only to administer multiple 

choice quizzes, but was not used to effect a change in 

pedagogy. In fact, an effort was made to standardize 

lecture materials between classes and instructors. 

THE STUDY 

The focus of the study is on the impact of CRS 

technology on student learning outcomes using CRS 

technology relative to student learning outcomes 
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relative to the use of low tech manual polling of 

student responses. Prior research suggests that 

increased student participation and feedback improve 

student learning, and supports a link between the use 

of CRS and improved student learning outcomes. 

However, there is no evidence that improved learning 

outcomes are the result of CRS technology. The 

improved student learning may simply be related to a 

pedagogy that increases student participation and 

provides students with more immediate feedback. 

This study differs from previous studies in that it 

attempts to separate the impact of CRS technology 

from the impact of CRS related pedagogy that 

provides students with more immediate feedback 

than traditional pedagogy. Specifically this paper 

employs randomized experiments to compare student 

learning outcomes when using CRS technology with 

learning outcomes when using a low-tech alternative 

of manually polling student responses with index 

cards. 

Hypothesis 

To test the link between CRS technology and student 

learning outcomes the following hypothesis is tested: 

H0:  Student learning, as measured by performance 

on mid-term and final exams, will be higher 

using CRS technology than when using a low-

tech alternative of manual polling with index 

cards. 

METHODOLOGY  

The study was conducted as two separate 

experiments using four sections of Managerial 

Accounting over two semesters. In the first semester 

(Fall 2007) CRS was used in two sections on an 

alternating chapter by chapter basis. In each section 

student responses to lecture embedded concept check 

questions were polled using either CRS technology or 

manually through the use of 3x5 index cards.  The 

concept check questions were embedded throughout 

each chapterôs PowerPoint slideshow presentation. 

The treatment (CRS or index cards) applied to each 

section was alternated throughout the semester. 

Student learning associated with each treatment was 

measured by performance on mid-term and final 

exams. In the second semester (Spring 2008) CRS 

was used as an exclusive treatment in one section, 

and index cards were used as an exclusive treatment 

in the second section. Student learning was measured 

by performance on quizzes, Excel assignments, a 

paper, and exams. 

Fall 2007 

The two fall semester classes met twice a week for 75 

minutes over a 15 week semester. All students were 

required to purchase CRS clickers.  Daily attendance 

was taken at the start of each class using CRS, and 

CRS was used on an alternating (chapter by chapter) 

basis to evaluate student performance on lecture 

embedded concept check questions. Classroom 

participation accounted for 10% of the studentôs final 

grade, and was determined on the basis of classroom 

attendance (25%), and performance on concept check 

questions (75%). Student performance on concept 

check questions was not tracked (recorded) on 

chapters using index cards as a treatment, and thus 

not included in the calculation of classroom 

participation grades. The PowerPoint slides for each 

chapter had an average of 12 multiple-choice concept 

check questions, with a roughly even split between 

quantitative and qualitative question. Students did not 

receive any points if they failed to bring their CRS 

clicker to class. 

To provide students with an opportunity to learn how 

to use the CRS clickers, CRS was used in both the 

8:00 and 9:30 sections for the first chapter. For 

successive chapters CRS was used as a treatment on 

an alternating basis. The 8:00 section received the 

CRS treatment for chapters 2, 4, 6, 9, and 11. While 

the 9:30 section received the CRS treatment for 

chapters 3, 5, 8, 10, and 12.
1
  Students were provided 

with 3x5 index cards, and asked to prepare five 

responses (A-E) for use during non-CRS treatment 

chapters. The same pedagogy, instructional materials, 

problems, quizzes, and exams were used in each 

class. The blocking variable was the use of either 

CRS technology or manual index cards to poll 

student responses to concept check questions.  

How concept check questions and CRS were used: 

Concept check questions for each chapter were 

displayed via PowerPoint slides and students were 

asked to respond using either their CRS clickers or 

index cards. The questions were embedded 

throughout the lecture slides. The time allotted to 

                                                                 
1
 Neither treatment (CRS or index cards) was 

employed for chapter 7 on budgeting. The material 

was covered using a hands-on multi-step 

demonstration problem, an approach that did not lend 

itself to the use of PowerPoint slides with embedded 

concept check questions.  The use of a single 

treatment (index cards) was employed in both 

sections for chapter 13 on cash flow statements. The 

use of identical treatments (CRS in chapter 1 and 

index cards in chapter 13) provides additional 

evidence on the relative impact of CRS verse manual 

polling on student learning. 
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each question varied depending on the type and 

difficulty of the question. Generally students were 

provided 1 minute for conceptual questions, and 2 

minutes for questions requiring computations. The 

allotted time was adjusted to ensure most students 

had an opportunity to respond. When CRS was 

employed the number responses was displayed on the 

projection screen, and after the polling a histogram 

summarizing student responses and providing the 

correct answer was displayed. The amount of time 

spent reviewing each question depended on how 

many students missed the question and the variability 

of student responses. A similar process was followed 

when index cards were employed to poll student 

responses. The classes were small enough (30 -35 
students) to ensure full participation.   

Final grades for the course were calculated on the 

basis of classroom participation (10%), discussion 

board postings (7.5%), on-line quizzes (15%), Excel 

Homework (12.5%), a paper (10%), two mid-term 

exams (25%), and a final exam (20%). The mid-term 

and final exam included both conceptual and 

quantitative questions, and the format consisted of 

multiple choice questions and problems. After each 

exam was administered exam questions were 

categorized by chapter. The first mid-term covered 

chapters 1-6, the second mid-term covered chapters 

1-10 with an emphasis on chapters 7-10, and the final 
exam was cumulative covering chapters 1-13.  

Spring 2008 

The two spring semester sections were night classes 

that met once a week (Monday or Wednesday 

evening) for 3 hours over a 15 week semester. 

Students in the Monday night class were required to 

purchase and use CRS clickers. CRS was used 

throughout the semester to poll student responses to 

the lecture embedded concept check questions, and to 

administer weekly chapter quizzes. The weekly 

quizzes accounted for 10% of the studentôs final 

grade. CRS was not used in the Wednesday night 

class.   Students did not receive any points if they 

failed to bring their CRS clicker to class. CRS was 

not used in the Wednesday night class. Low-tech 

index cards were used to poll student responses to the 

lecture embedded concept check questions, and 

weekly chapter quizzes were paper based.  The 

PowerPoint slides for each chapter had an average of 

12 multiple-choice concept check questions, with a 

roughly even split between quantitative and 

qualitative question.  The same pedagogy, 

instructional materials, problems, quizzes, and exams 

were used in each class. The treatment was the use of 
CRS technology verse index cards.  

Final grades for the course were calculated on the 

basis of chapter quizzes (10%), on-line quizzes (8%), 

Excel homework (12%), a paper (7.5%), two mid-

term exams (35%), and a final exam (27.5%). The 

mid-term and final exam included both conceptual 

and quantitative questions, and the format consisted 

of multiple choice questions and problems. The first 

mid-term covered chapters 1-6, the second mid-term 

covered chapters 1-10 with an emphasis on chapters 

7-10, and the final exam was cumulative covering 

chapters 1-13. 

RESULTS 

To test the hypothesis that student learning is higher 

when using CRS technology compared to a low-tech 

alternative of manual polling, student learning 

outcomes between the two treatments are compared. 

For the fall semester sections student performance on 

mid-term and final exams were compared for each 

treatment on a chapter by chapter, and an overall 

basis. For the spring semester sections student 

performance between sections was compared on each 

component of their course grade and on the basis of 

their final course grade. All comparisons are made on 
a non-curved percentage basis.  

Fall Semester 

The fall semester sections had initial enrollments of 

29 students in the 8:00 class and 35 students in the 

9:30 class. After excluding students that officially 

dropped or withdrew from the course, or did not take 

the final exam, the final sample sizes were 17 and 24 

students respectively. To evaluate differences in 

student learning outcomes between the CRS and 

index card treatments, the midterm and final exam 

questions were grouped by chapter, and percentage 

means were compared between groups on a chapter 

by chapter basis. In addition, for each section the 

chapter scores were grouped by the type of treatment 

applied, to form composite CRS scores and 

composite index card scores. The mean composite 
scores for each treatment were then compared.  

The result of a one-way ANOVA comparing average 

exam performance between treatments for each 

chapter and student appears in Table-1. The average 

exam score for each chapter for the CRS group was 

58.5%, compared to 54.1% for the index card 

treatment, with a p-value of .110.      
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Table-1 One-Way ANOVA  

Difference in Avg. Percentage Test Scores by Chapter 

Groups Count Sum Avg. Variance 

CRS 205 119.99 0.585 0.0751 

Index Cards 205 110.81 0.541 0.086 

     
ANOVA  

  

P-value = .110 

Source of 
Variation SS df MS F 

Between Groups 0.205 1 0.205 2.563 

Within Groups 32.681 408 0.080 

 
Total 32.887 409     

Table-2 presents mean exam scores by chapter for 

each treatment and the associated p-values for a one 

tailed tests of the difference in means. For 7 of the 10 

chapters the mean exam scores for the CRS treatment 

were higher than those receiving the index card 

treatment. However, none of the chapter by chapter 
differences were significant.  

Table-2 

Chapter by Chapter Performance for  
CRS vs. Index Card Treatments 

as Measured by Average Exam Performance 

Chapter  

CRS 

Index 

Card 

Difference 

in Means p-value* 

2 
58.6% 51.2% 7.4% 15.0% 

3 
65.0% 59.5% 5.5% 23.2% 

4 
62.7% 66.3% -3.6% 39.3% 

5 
58.9% 68.2% -9.3% 8.6% 

6 
62.9% 60.0% 2.9% 29.8% 

8 
55.7% 56.1% -0.4% 47.4% 

9 
43.0% 41.2% 1.8% 36.8% 

10 
71.6% 69.7% 1.9% 36.3% 

11 
37.3% 29.2% 8.1% 19.6% 

12 
61.5% 48.5% 12.9% 17.3% 

* One tailed t-test, assuming equal variances 

A two-way ANOVA, comparing the average exam 

performance between the two treatments, and  using 

chapters as a blocking variable appears in Table-3. 

After controlling for chapter differences the  but the 

difference was not statistically different with a p-
value of 32.3%.  

Table-3 Two-Way ANOVA 

Difference in Avg. Percentage Test Scores by Chapter 

Groups Count Sum Avg. Var. 

 
CRS 10 5.851 .585 0.011 

 Index 

Cards 10 5.409 0.541 0.016 

 

    

 

 Source of 

Variation SS df MS F P-value 

Chapters 0.225 9 0.025 12.56 .0004 

Treat. 0.004 1 0.004 1.87 .2047 

Error 0.018 9 0.002  
 

Total 0.247 19       

Spring Semester 

The spring semester sections had initial enrollments 

of 28 students in the Monday night class and 31 

students in the Wednesday night class. After 

excluding students that officially dropped or 

withdrew from the course, or did not take the final 

exam, the final sample sizes were 15 and 19 students 

respectively. To evaluate differences in student 

learning outcomes between the CRS and index card 

treatments the performance of the Monday night and 
Wednesday night classes are compared.  

The result of a one-way ANOVA comparing average 

total course grade (percentage) between treatments 
appears in Table-4.  

Table-4 One-Way ANOVA  

Difference in Avg. Percentage course Grades 

Groups Count Sum Avg. Variance 

CRS 15 10.55 0.703 0.0250 

Index Cards 19 13.341 0.702 0.0078 

     
ANOVA  

  
P-value = .978 

Source of 

Variation SS df MS F 

Between 

Groups 

            

0.000 1 

    

0.000 0.0008 

Within Groups 32.681 408 0.080 

 
Total 32.887 409     
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The mean overall course grades were nearly identical 

between treatments, a 70.3% for Monday night 

students (CRS), and 70.2% for Wednesday night 
students (index-cards). 

Table-5 compares each of the components of a 

studentôs final grade, and reports the associated p-

values for one-tailed t-tests.  

Table-5 

A Comparison of Section Performance  

as Measured by Course Requirements 

 

 

CRS 

Index-

Card 

Difference 

in Means 

P-

value* 

Quizzes 46.3% 45.0% 1.3% 39.9% 

Excel HW 79.3% 84.4% -5.1% 20.7% 

Pageout 63.3% 64.6% -1.3% 42.0% 

Exam 1 75.3% 70.0% 5.3% 21.6% 

Exam 2 70.2% 74.1% -3.9% 24.7% 

Final  71.6% 70.1% 1.5% 40.4% 

Paper 81.2% 77.5% 3.8% 24.1% 

Total 70.3% 70.2% 0.1% 49.0% 

*One-tailed t-test of the difference in means. 

Students in the Monday night section (which received 

the CRS treatment) scored higher on in-class quizzes, 

the 1
st
 mid-term, final exam and paper, but none of 

the differences were statistically significant. Students 

in the Wednesday night section (which received the 

index-card treatment) scored higher on Pageout 

quizzes, the 2
nd

 mid-term, and Excel homework, but 

again none of the differences were statistically 

significant.
2
 Overall there was no statistically 

significant difference in performance between the 

two sections.  

 

                                                                 
2
 Pageout is an on-line assessment tool offered by 

McGraw-Hill. No difference in performance on 

Pageout quizzes were expected as students were 

required to take the Pageout ñpre-quizzesò prior to 

our covering a chapter in class. The pre-quizzes are 

intended to encourage students to read and prepare 

prior to attending class. The Excel homework 

consisted of self-correcting Excel worksheets keyed 

to end of chapter exercises and problems form the 

text.  

CONCLUSSION 

This study through the use of a randomized block 

design experiment finds no statistically significant 

evidence to support the hypothesis that using CRS 

technology to poll student responses improves 

student learning outcomes relative to the use of index 

cards, a low-tech alternative. Prior research 

(Yourstone, 2008) found statistically significant 

evidence that CRS can have a positive impact on 

student learning as measured by test scores, but the 

study was unable to separate the impact of CRS 

technology from the pedagogy that accompanies its 

use. That is the impact of providing students with 

immediate feedback. This study isolates the impact of 

CRS technology on student learning from the impact 

of using a pedagogy that provides students with 

immediate feedback. It provides statistically 

significant evidence that the improvements in student 

learning associated with CRS are related to pedagogy 

rather than CRS technology. The same improvements 

in student learning outcomes can be achieved through 

the use of index cards, a low cost a low-tech 

alternative.  

Despite the findings of this study, CRS can play an 

important roll in the classroom. It streamlines 

administrative tasks such as grading and taking 

attendance. Furthermore attitudinal surveys (Blazer, 

2007; Edmonds 2006) provide evidence that students 

enjoy using CRS, perceive that it adds value to their 

educational experience, and recommend its continued 

use. Additionally the findings of this study are likely 

limited to small to medium sized classes. Visually 

polling student responses with index cards in large 

lecture halls would be impractical. Alternative 

technologies using laptops and cell phones for polling 

student responses are emerging and are areas for 

further research.  
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ASSESSING THE EFFECTIVENESS OF A BUSINESS SIMULATION AS A CAPSTONE INTEGRATING 

TOOL - A PROGRESS REPORT 

John Buttermore, Slippery Rock University 

ABSTRACT 

In 2008 our undergraduate business program adopted a business simulation as a centerpiece in the capstone core 

course. This change was made to address data from assessment that indicated our graduating students needed a 

better understanding of the processes of business. Our graduates showed proficiency in their disciplines, but lacked 

an understanding of how functional areas work together to accomplish the overall objectives of the firm. After 

adoption, early results showed a significant improvement of student perceptions of this objective. After ten 

semesters, several key changes in content and assessment have been made, following student feedback in course 

evaluations. Students report a greater understanding of business, financial analysis, and perceived value for their 

future employment. 

 
INTRODUCTION  

Our undergraduate business program contains a 

discrete set of core courses all students must 

complete to provide them a common body of 

knowledge in the functional areas of business. These 

courses include introductory level offerings in 

marketing, management, finance, accounting, 

business law, information systems, and global 

business. Because the actual practice of business 

crosses these functional areas, our program contained 

a final core course, known as a capstone course that 

was intended to integrate the other functional courses 

to give students a better understanding of the way 

each discipline interacts with the others to 

accomplish the work of business. At our school, the 

management faculty had historically been assigned to 

this course, and strategic management was the 

integrating topic. This view from the highest levels of 

an organization provided students with an 

understanding of the strategic planning process, but 

lacked a focus on many of the business processes that 

make up the majority of work in a firm. Order 

fulfillment, procurement of materials, human and 

financial resources, new product development, and 

customer service are all critical to an enterpriseô 

success (Spanyi, 2007). Our school adopted a 

business simulation as an integrating tool for the 

capstone course. Simulations have been used 

successfully for years in the business curriculum 

(Doyle & Brown, 2006; Faria, 1998). Simulations 

also help students develop and improve critical 

thinking and decision-making skills. They can 

provide a dynamic, competitive, and imperfect 

environment, typical of business situations. And 

experiential learning offers higher levels of student 

participation, and thereby higher levels of learning 

(Boyatzis, Cowen, & Kolb, 1995).  

It was hoped that the use of such a program in our 

undergraduate capstone course would bring a better 

understanding to students of the processes found in 

all business organizations. Expectations for students 

also included better performance of financial analysis 

and a positive experience in team-based decision-

making. Use of a simulation as the centerpiece for the 

course also provided the opportunity to study student 

perceptions of the effects of an experiential learning 

based application versus the more traditional lecture-

based capstone strategic management course. Other 

changes included opening the course to faculty from 
disciplines other than management. 

A business simulation called ñCapstoneò provided by 

Capsim Management Simulations, Inc. of Northfield, 

IL was selected after a team of faculty reviewed 

various commercial offerings. Capstone offers a 

high-growth, closed industry environment. The 

simulation can be administered either individually, or 

as team-run companies. Decisions are required in 

each round (which represents a single year of 

operation) in many different areas of the firm, 

including R&D, marketing, production, finance, 

human resources, and total quality management 

(TQM).  Capstone offers many training options for 

both faculty and students, it is widely used in 

business academia, it provides online and telephone 

support, and itôs reasonably priced. This simulation is 
still in use in all sections of the course (CMI, 2008).  

STUDENT FEEDBACK 

Students have participated in a course evaluation at 

the end of each semester since the simulation was 

added. Respondents offer their impressions of course 

strengths, weaknesses, areas for improvement, and 

advice for students just beginning the course. 

Responses have been consistent over the period. 

Typical comments from student course evaluations 
include the following: 

Strengths 

Many of the student comments about the strengths of 

the course related to the integration of the functional 
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areas theyôd studied. Comments also tended toward a 

feeling of confidence from gaining a better 

understanding of business and financial analysis. 

Here are some of those comments: 

ñéI feel more prepared and confident about the 

future than I ever have before.ò 

ñAs sad as it is to say, I can honestly state this was 

the first class in a long time I actually enjoyed going 

to each day.ò 

ñThis has been one of the most influential classes in 

my college career.ò 

ñ[This course] brings together concepts from all 

business classes and shows the óbehind the scenesô of 

running a company.ò 

ñI will say this course is invaluable to the business 

curriculum and is a must-takeé the capstone 

exercise makes all the previous courses more relevant 

and worthwhile as well.ò 

ñThis course gave me a better understanding of how 

accounting, management, and finance come 

together.ò 

ñThe strengths of this class were the simulation and 

the group experience that comes with the classé I 

just wish it was longer.ò 

ñOne of the strengths of this class is that it is very 

hands on, unlike most classes...ò 

ñIn the beginning the course seemed overwhelming, 

then something began to happen. I found myself 

actually learning and interested in what was being 

taught in class.ò 

ñI think this course gives students their greatest 

opportunity to gain real-world experience in the 

classroom. I feel confident now in fields I didnôt 

major in.ò 

ñAfter taking this course and effectively running a 

business for three months, I am much more confident 

in my overall knowledge as a business major.ò 

Weaknesses 

Most of the studentsô perceptions of course 

weaknesses related to the learning curve of the 

software. Here are some of those comments: 

ñI think if Iôd known more about the program itself it 

would have helped me understandé quicker, and I 

would have been able to contribute more in the 

competition round.ò 

ñA weakness of this course is the simulation needs 

more explanation in the beginning.ò 

ñThis class was a ton of work and demanded a lot of 

time and efforté the one thing the class lacked was 

proper training on how to accurately operate the 

Capstone game.ò 

ñI would add more instruction to the class so that 

students can grasp the concepts [of] this new 

software programéò 

ñPerhaps it could be set up somehow so for part of 

the semester students are running a service 

company.ò 

KEEPING SCORE 

One of the anticipated student benefits became 

apparent after only a few classes. In order to measure 

success, the students had to learn how to keep score 

in business. This provided a perfect atmosphere to re-

introduce financial analysis, which most students 

hadnôt studied since their sophomore accounting 

classes. Students were eager to understand their 

performance in relation to the other student-run 

companies. From the first day of class, performance 

in the simulation was only discussed in terms of 

financial results and ratios. The three key financial 

statements- the income statement, balance sheet, and 

cash-flow statement, became the scorecards as teams 

made their business decisions and analyzed results.  

A module that included a refresher on interpreting 

these statements as well as a review of key financial 

ratios was added during the second semester after 

adoption. Included in this module was an exam to 

measure studentsô understanding and use of these 

critical business tools. By the end of the course, 

students from every major talked comfortably and 

confidently in terms of financial performance. A 

óstockholder presentationô completes the cycle for 

teams in the competition round. Teams prepare a 15-

minute review of performance over the eight-year 

cycle of the game. 

THE LEARNING CURVE  

Student comments in course evaluations were used to 

make changes to the course in both content and 

organization. It became obvious that students needed 

more time and instruction in the software itself if they 

were going to use it effectively. More class time at 

the beginning of the semester was devoted to 

demonstrations, rehearsals, and tutorials. Homework 

that required students to read material and respond to 

quizzes helped to insure students were learning the 

software quickly. Originally, the class was divided 
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into teams of five students at the beginning of the 

semester and these teams remained in place for the 

balance of the semester, through both practice and 

competition rounds. This organization was 

administratively efficient, but many students either 

chose to allow other teammates to make all the 

decisions, or were dominated by teammates who 

insisted on taking control. The result was many 

students who scored poorly on the final exam, which 

included running a simulation company through four 

business cycles. The organization of the practice 

rounds was changed to individual student-run 

companies. This had the effect of forcing each 

student to learn the software well enough to make all 

the decisions necessary for at least four rounds, and 

made for much stronger teams when the competition 

rounds began.   

Another change that resulted from student input was 

the use of mulligans or do-overs in practice rounds. 

Initially limited to one or two per semester, 

eventually this morphed into unlimited repeats of 

practice decisions, with the positive result that 

students were much better prepared for the 

competition rounds, where mulligans are not used.  

Many students completed a full eight-round cycle in 

practice. Understanding the software is key to 

focusing on running the business in the competition 

rounds.  

Smaller teams in the competition rounds have 

become the rule as well. Instead of five or six, team 

size is set at three students, with an occasional two-

student team to balance the class roster. These 

smaller teams, made up of students who gained 

experience running individual companies in practice, 

are more collaborative and more likely to organize so 

there is little duplication of effort, making them more 

efficient. Teams that perform well know the software, 

take the time to scan the competition, and use all the 

information available to make informed decisions.  

CONCLUSIONS 

In the ten semesters since a business simulation was 

adopted for the capstone course in our undergraduate 

program, student feedback in course evaluations has 

been almost entirely positive and in some cases, 

enthusiastic. Students are required to do more work, 

teach themselves, work together, and dig into 

memory banks from classes long ago.  

Students spend class time working on decisions that 

impact their multi-million dollar public firms, 

competing against both computer-run and classmate-

run companies in high growth industries over an 

eight-year period. Teams decide on a strategy for 

their business. They make marketing decisions on the 

four Pôs: product, pricing, promotion, and place. 

They forecast revenue in multiple market segments. 

They need to manage a significant capital investment 

in plant and equipment to optimize capacity and 

automate to manage costs. Student-companies can 

spend money on TQM improvements to drive down 

labor, materials, and administrative costs, as well as 

reducing R&D cycle times. Teams learn to finance 

their spending with a balance of equity and debt, and 

learn to manage cash balances. By the end of the 

semester, every student is able to describe company 

performance in terms of financial statements and 

ratios.  

Students report they are much more comfortable with 

their own understanding of business processes and 

financial analysis. Significantly, they report a more 

confident attitude as they approach interviews for 

jobs after graduation.  
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PERSONAL CHEF SERVICES: A LUXURY FOR AMERICAN HOUSEHOLDS  

Rita Dynan, LaSalle University 

 

ABSTRACT 

This paper provides insights into the business environment of the personal chef industry. It begins with a definition 

of the personal chef industry using information and data from two professional associations which support the 

industry in addition to a review of the literature and business news. It then estimates prospects for growth and 

proposes likely target markets for personal chef businesses. The research shows that the size of the industry can be 

estimated using online directories of personal chefs. The data in the directories helps determine the most likely 

target markets for personal chef services. The analysis compares the number of personal chef businesses operating in 

large cities to the number of personal chef businesses operating in affluent cities to determine the influence of 

demographics on likelihood of success in the business.  
 

INTRODUCTION  

There is evidence that the personal chef industry is 

emerging as a luxury household service.  The 

evidence shows the following: 1) the total number of 

personal chef businesses is very small in the United 

States 2) More personal chef businesses are listed in 

directories of affluent cities as compared to large 

cities and 3) the cost of personal chef services is very 

high. This suggests that aspiring personal chefs may 

be more successful establishing a business in an area 

where there is a concentration of affluent households.  

This finding has significant implications for the 

owners of personal chef businesses and should 

influence the way they market and position their 

services. 

There is no evidence that personal chefs will become 

as commonplace to American households as house 

cleaning services or lawn cutting services. The 

current weekly cost of a personal chef service is very 

high: from $250 - $425 per week.  Personal chef 

businesses using the current business model and 

current pricing would be considered a luxury for 

American households. 

RESEARCH METHODOLOGY  

The research is a review of the literature, news and 

published data on the personal chef industry, personal 

chef profession and consumer of personal chef 

services.   

DEFINITION  

The personal chef profession has been defined by two 

professional associations supporting the industry:  the 

United States Personal Chef Association (USPCA) 

and the American Personal and Private Chef 

Association (APPCA). Each has defined the 

profession in the following way: 

The USPCA definition:òA personal chef offers a 

professional service of meal preparation. A client's 

individual tastes and dietary restrictions or goals 

drive the creation of their customized menu. These 

personalized meals are prepared in a client's home 

and then packaged, labeled and stored in the 

refrigerator or freezer. A typical service includes: 

Customized Meal Planning, Grocery Shopping, In-

Home Meal Preparation, Easy to Heat or Help 

Prepare Instructions, Storage and Clean-up.ò
1
 

The APPCA definition: ñA Personal Chef as Today's 

Culinary Entrepreneur is a leader in the community 

who creates value to clients by offering superlative 

personal service through preparation and safe storage 

of palate specific wholesome, delicious food. 

Personal Chefs as Culinary Entrepreneurs identify 

and capitalize on a specific market opportunity by 

organizing their resources effectively to accomplish 

positive change in people's lives. Personal Chefs as 

Today's Culinary Entrepreneurs embrace a high level 

of personal, professional and financial risk to pursue 

opportunity. Culinary Entrepreneurs create their own 

destinies and reap the benefits. They are take-charge, 

creative, insightful professionals who influence 

American food ways of tomorrow.
2
ò 

There is agreement among experts that there is a 

difference between a ñprivate chef ñand a ñpersonal 

chefò: 

ñA private chef is employed by one individual or 

family full time, and often lives in, preparing up to 

three meals per day. A personal chef serves several 

clients, usually one per day, and provides multiple 

meals that are custom-designed for the clientsô 

particular requests and requirements. These meals are 

                                                                 
1
 Uspca.com. United States Personal Chef 

Association. Web. 20 Dec. 2009. 
2
 Personal chef.com. American Personal and Private 

Chef Association. Web. 20 Dec. 2009 
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packaged and stored, so that the client may enjoy 

them at his or her leisure in the future.ò
3
 

INDUSTRY ANALYSIS  

Industry Organization  

There are two organizations providing support for the 

personal chef profession:  United States Personal 

Chef Association (USPCA) and American Personal 

and Private Chef Association (APPCA) 

The associations provide member benefits such as 

information and resources for starting a personal chef 

business, advice for growing the business and 

succeeding in the industry, free online listings of 

personal chef businesses on the association web site 

(online directory of personal chefs by geographic 

region) and access to group rates for professional 

liability insurance. The associations were established 

in 1991 to support the new food service professionals 

called personal chefs.  Previous to 1991, the food 

service industry recognized caterers and private chefs 

as valid food service professionals but personal chefs 

remained undefined.  To date, there is no North 

American Industry Classification System (NAICS) 

code specifically for personal chefs.  Some are listed 

as ñcaterersò (NAICS code: 722320) and some are 

listed as ñall other personal servicesò (NAICS code: 

812990). 
4
 

There are supporting services for personal chefs such 

as Chefs Line:  a small business that provides on-

demand cooking advice to home cooks.  Owner, 

Jennifer Beisser describes her business as one that is 

ñable to help with any cooking question or party 

planning need.
5
 Members receive cooking and menu 

planning advice from professional chefs either by 

phone or the internet. 

The industry is organized for certification through the 

USPCA and they believe the certification helps 

personal chefs gain clients. Through the association, 

a member can obtain the federally recognized 

trademarked designation of Certified Personal Chef 

(CPC) and join the elite ranks within the industry. A 

CPC designation lets potential clients know that the 

                                                                 
3
 Ibid 

4
 "NAICS - North American Industry Classification 

System Main Page." Census Bureau Home Page. 

Web. 20 Dec. 2009. 

<http://www.census.gov/eos/www/naics/>. 
5
 "Smart Ideas, Professional Help." Entrepreneur July 

2006: 106-08. Print. 
6
Uspca.com. United States Personal Chef 

Association. Web. 20 Dec. 2009 

professional they want to hire is credible and has the 

skills required to be a personal chef. The USPCA 

remains the only association who holds the Federally 

Trademarked "Certified Personal Chef" designation.  

The USPCA is nationally recognized by the 

government to administer the designations of 

Certified Personal Chef (CPC).
6
 This CPC 

designation was the first certification for personal 

chefs listed in the Federal Government's employee 

certification database and to have participation from 

the industry. 

Industry  Size 

Personal chef businesses are small businesses 

operating with one or two individuals.  The small 

business service sector is diverse with many 

entrepreneurs involved in many services that deliver 

beneficial services to the American household.  

Although the personal chef profession is organized 

through professional associations, it is like many 

small businesses in the U.S.: data on the industry is 

limited. Detailed industry analysis in not available 

and the information reported by the professional 

associations contains limited information.  The 

industry information posted on the association web 

site is limited to general information about starting a 

personal chef business and general data on the 

number of personal chefs in the United States.  No 

historical data or trend information is available to 

non-members of the professional associations. 

According to the AAPCA there are approximately 

7,000 personal chefs in the U.S. serving 72,000 

customers. They predict the number to double in the 

next 5 years.
7
  In terms of businesses operating in the 

U.S., it is estimated that about 5,000 personal chef 

businesses are operating in the U.S. and Canada; 

more than triple the amount in 1997.
8
 In 2006, 

Entrepreneur magazine reported that the personal 

chef profession was the fastest growing profession in 

the United States.
9
 

                                                                 

 
7 
Ibid 

8
 Craver, Richard. "Rising Service: More local 

families are discovering they can save time and eat 

healthier meals with a personal chef." Winston-Salem 

Journal, N.C. McClatchy-Tribune Business News, 08 

Sept. 2008. Web. 
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It is difficult to measure growth in the personal chef 

industry since reliable historical data is not available.  

Although there has been reference to growth in the 

industry by business and industry publications, the 

facts supporting the growth of personal chefs or 

personal chef businesses is limited.  The industry 

became organized in 1991 with the two professional 

associations but trend data on membership is not 

available.  

Some personal chefs believe that personal chefs will 

soon become as commonplace in the American home 

as house cleaners. ñWhile few middle class families 

employed a cleaning person a generation ago, their 

services are now very common. ñ
10

 There is no 

evidence to support this prediction.  This paper shows 

that the industry is emerging as a luxury service for 

the following reasons: 1) the total number of personal 

chef businesses is very small in the United States 2) 

more personal chef businesses are listed in directories 

of affluent cities as compared to large cities and 3) 

the cost of personal chef services is very high. 

To determine size of the industry and demographic 

trends, the directories from the two industry 

associations, USPCA and APPCA, were used. The 

directories are useful for this analysis because as a 

benefit of membership, the members of each 

association have the option to list their business in the 

online directory of chefs.
11

 U.S. Census data of the 

largest U.S. cities was used to compile a list of the 

top 15 U.S. cities by population. Graph 1 displays the 

total number of personal chef businesses in large 

cities.
12

 

                                                                                                 
10

Whittaker, Stephanie. "Chef replaces cleaning lady: 

Former Loan officer will buy groceries, cook 

gourmet meals you freeze for later." The Gazette 

[Montreal] 18 Nov. 2002: B1. Print 
 

11
 Uspca.com. United States Personal Chef 

Association. Web. 5 Oct. 2010. Personal chef.com. 

American Personal and Private Chef Association. 

Web. 5 Oct. 2010 
12

 Census Bureau Home Page. Web. 09Oct.2010. 

http://www.census.gov/ 
 

 

Graph 1 

 

Affluent cities were then searched for personal chef 

businesses using the same online directories.  To 

compile a list of affluent areas, a combination of lists 

was used: Forbes list of affluent neighborhoods,
13

 

The Elite 100: Americaôs Highest Income 

Neighborhoods from the Higley 1000
14

 and Business 

Weekôs, ñWhere the Rich Still Liveò
15

. Graph 2 

shows personal chefs in 15 affluent cities that 

appeared on at least two of the referenced lists of 

affluent neighborhoods:  

                                                                 
13

 Sherman, Lauren. "Twenty Most Affluent U.S. 

Neighborhoods." Forbes.com. Forbes, 09 Dec. 2008. 

Web. http://www.forbes.com. 
14

 "The Elite 100: America's Highest Income 

Neighborhoods." The Higley 1000. Stephen Higley. 

Web. 14 July 2010. 

<http://higley1000.com/archives/44>. 
15

Gopal, Prashant. "Where the Rich (Still) Live." 

Businessweek March 17 (2009). Print. 
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Graph 2 

 

Relative to the populations in the cities, the affluent 

areas have more personal chefs per person. For 

example, in Philadelphia, PA there are 14 personal 

chef businesses serving 1.5 million people and in 

Greenwich, CT there are 8 personal chef businesses 

serving 62,368.  In New York, NY there are 40 

personal chef businesses serving 8.3 million people 

and in Beverly Hills, CA there are 18 personal chefs 

serving 34,316 people.
16

  

The Consumer 

The Culinary Business Academy describes the 

consumer as the following: busy professionals, 

families on the go, people with specific dietary needs 

and affluent seniors. 
17

  The news articles support this 

description: personal chefs asked to describe their 

clientele respond with comments such as: ñMostly, 

                                                                 
16

 Census Bureau Home Page. Web. 09Oct.2010. 

http://www.census.gov/. 
17

 Culinary Business Academy, Uspca.com. United 

States Personal Chef Association. Web. 5 Oct. 2010 

 

busy professionals who are looking to eat well and 

stay healthyò
18

 

Personal chefs also describe their clients as people 

who travel frequently on business and want a good 

meal waiting for them when they get home.
19

  One 

personal chef described her clients in the following 

way: ñPersonal chefs are in demand among dual-

income middle class people who are time starved, 

and single people and empty nesters as well.ò
20

 

ñItôs like having a private chef without having to pay 

the salary 365 days a year.ò
21

 Good, nutritious meals, 

ideal portions and an opportunity for families to sit 

down together and talk about the day is only part of 

the benefit for clients. In addition to family time with 

good food, some clients consider the service cost-

neutral when you factor in shopping, cooking, 

freezing the meals by themselves.
22

 ñFor busy single 

mothers the price of hiring a personal chef is offset 

by cost by the time and irritation saved by not having 

to deal with the ñwhatôs for dinnerò problem.ò
23

 

One client compared her personal chef service to the 

convenience of popular diet plans.  The meals from 

her personal chef are freshly prepared and low calorie 

and helped her lose 16 pounds in 4 weeks.
24

 

An alternative to full service caterers with higher 

overhead expenses and equipment, rates for private 
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20
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parties can be more affordable with personal chef 

services.  Small businesses have reported using 

personal chefs to host dinners in the home of 

company presidents as a way to saying thanks to the 

staff.  Compared to dinner in a restaurant it is much 

cheaper and provides and more ñgenuineò 

atmosphere for socializing with co-workers.
25

 

One personal chef provides the following perspective 

on her customerôs benefit of having a personal chef ï 

ñit is like having a private chef without having to pay 

the salary 365 days a year.  Once meal menus are 

approved, the personal chef does all the food 

shopping, the preparation in the home of the client, 

packaging, storage in the freezer and clean-upò
26

 

Consumer Pricing 

Including groceries, personal chef services cost about 

$300 - $400 a week for four portions of five entrees 

and side dishes.  This is about 20 dinner size servings 

or a price equivalent to a family eating out 4 to 5 

nights per week at a family restaurant.
27

 

Some personal chefs add groceries to labor charges 

which come to about $50 per hour. Another pricing 

alternative is a personal chef cooking individual 

dinners in the home and for a four course meal the 

cost would be from $250 - $375 (including the cost 

of the food).
28

 Parties are priced according to labor, 

groceries and service required for the party or event.  

A typical event/party for 80- 100 people (brunch) 

would cost a little over $1000.
29

 

Per meal, this would not be considered inexpensive: 

between $10 and $20 per person.
30

 

Personal chefs in the New York metro area are 

offering five four serving entrees that include at least 

one side dish for $400-$425.
31
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 Ibid 
28

 Ibid 
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 Chef Ala Maison, Newtown, PA 
30

 Craver, Richard. "Rising Service: More local 

families are discovering they can save time and eat 

healthier meals with a personal chef." Winston-Salem 

Journal, N.C. McClatchy-Tribune Business News, 08 

Sept. 2008. Web. 

Based on the range of $250 ï $425 per week for this 

service, it does not seem likely that personal chef 

services will become commonplace among typical 

middle class families. 

LIMITATIONS OF T HE RESEARCH 

This paper relies heavily on news and information 

from the two professional associations supporting the 

industry. Objective and relevant data on the personal 

chef industry is limited to the information available 

from the professional associations.  This makes it 

difficult to analyze the demand for personal chefs 

accurately because the professional associations rely 

on membership for revenue and continued growth 

and this bias could be reflected in the information 

they report. Scholarly research on the personal chef 

profession and industry could not be found.   

The absence of credible historical data makes 

projections for the future of the industry limited to 

assumptions based on the limited current facts 

available.  

CONCLUSION 

There is evidence of success in owning and operating 

personal chef businesses. Although the income varies 

widely, there is evidence of personal chefs in large 

cities and affluent areas making a very good living.   

This paper shows there is evidence that there are 

more personal chefs in affluent areas (as a proportion 

of the total population) than in large cities.  Although 

more analysis is required, this suggests that aspiring 

personal chefs may be more successful establishing a 

business in an area where there is a concentration of 

affluent households.   

There is no evidence that personal chefs will become 

as commonplace to American households as house 

cleaning services or lawn cutting services. Although 

the personal chef industry has been organized for 

almost twenty years, it is a small industry with no 

more than forty-five personal chef businesses 

operating in the best markets for personal chefs. 

There is evidence that personal chef businesses are 

concentrated in affluent areas, not large cities with 

high populations.  Finally, the current weekly cost of 

a personal chef service is very high: from $250 - 

$425 per week. Personal chef businesses using the 

current business model and current pricing would be 

considered a luxury for American households. 
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USING THE MSLQ TO MEASURE COLLABORATION AND CRITICAL THINKING  

IN AN MIS COURSE 

George Strouse, York College of Pennsylvania 

William R. Eddins, York College of Pennsylvania 

ABSTRACT 

An increasing number of college faculty members are adding the use of collaboration technologies such as 

Microsoft SharePoint to the learning experience.  Since final grades are based upon a variety of evaluation 

techniques which often vary from teacher to teacher or from year to year, we determined that grades may not be the 

best tool to explore the outcome of student learning.  This paper explores the Motivated Strategies for Learning 

Questionnaire (MSLQ) as a tool for examining the cognitive factors involved in learning collaboration and critical 

thinking skills (Pintrich et al, 1993).  A pre/post experimental design was used to determine if collaboration or 

critical thinking skills improved in a management information systems (MIS) course.  Findings include significant 

enhancement of peer learning skills, a component of the MSLQ, resulting in enhanced performance in team-based 

cases and chapter quizzes.  However, the MSLQ was found to be deficient in accurately measuring the impact of 

collaboration skills, which are becoming more important in social networking and group work.  

INTRODUCTION  

As college faculty strive to improve the delivery of 

knowledge, they plan and make changes to course 

content and pedagogy, conduct the class, and 

evaluate the impact of the changes after the semester 

concludes.  Often the primary indicator of success is 

the improvement (or lack thereof) in final grades.  If 

grades improve dramatically, then the changes 

become the new norm.  Thus, the grading policy 

shifts, and life continues on. 

So, how do faculty determine the efficacy of slight 

changes to the content and pedagogy, or slight 

differences that individual faculty make to content 

and pedagogy?  Or, in a larger sense, how do 

instructors in general determine the efficacy of their 

content and pedagogy where there is no real grade 

component? 

This very question puzzled us and is reported in two 

previous papers where the authors explored 

improving critical thinking and collaboration skills in 

a Management Information Systems (MIS) course 

(Eddins & Strouse 2009; Eddins, 2006).  At that time, 

the primary emphases of the changes in content were 

the inclusion of critical thinking approaches which 

hopefully would be stimulated by means of the 

application of intermediate decision support and 

database tools.  In fact, it appeared that critical 

thinking skills did improve (Eddins & Strouse, 2009) 

as measured by The Motivated Strategies for 

Learning Questionnaire (MSLQ).  The MSLQ was 

chosen as an indicator of success in course delivery 

because it is independent of final grade, is modular, 

and is free because it is in the public domain.  Also, 

the MSLQ is a cognitive approach to learning making 

the scale a desirable measure of outcomes in non-

college settings such as corporate training and online 

training. 

BACKGROUND  

Originally, the emphasis of changes to content made 

to the MIS course was on improving critical thinking 

skills (Eddins, 2006).  Since the MSLQ is modular, 

the components of the scale that seemed to support 

the evaluation of initial learning behaviors were 

selected for use.  Those components in the MSLQ are 

rehearsal, elaboration, and organization.  Of course, 

the component of the MSLQ used to evaluate the 

improvement of higher level learning skills was the 

critical thinking component.  Finally, the MSLQ 

components of peer learning and help seeking were 

used to evaluate improvements in collaboration skills.  

Peer learning and help seeking were added almost as 

an afterthought because our initial objective was to 

evaluate the acquisition of critical thinking skills. 

Table 1 shows averages of responses to selected 

components in the MSLQ using a pre-/post-survey 

experimental design.  The initial learning skills as 

measured by the components of rehearsal, 

elaboration, and organization were not significant.  

However, the critical thinking component was 

significant.  These findings seem to indicate that our 

pedagogy significantly improved critical thinking 

skills, while the initial learning skills were not 

improved.  We concluded that the initial learning 

skills did not improve because our students have the 

skills in place to initially learn some domain of 

knowledge.  Finally, the components used to evaluate 

improvement in collaboration skills were significant 

indicating, at least for this pilot study, improvement 

in collaboration skills (Eddins & Strouse, 2009). 
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Table 1 - Avg Responses to MSLQ 
MSL

Q 

Comp 

Reh Elab Org 
Crit  

Think  
Peer Help 

Sig? No No No 0.0 0.0 0.0 

Pre 4.13 5.5 4.29 3.43 1.83 4.19 

Post 4.34 4.63 4.29 3.88 3.54 4.97 

 

On the next round of using the MSLQ as reported in 

this paper, we became more excited about the 

potential of collaboration tools to improve learning 

behavior.  In our endeavors as educators to prepare 

our students to function in response to the economic 

factors that are currently driving employment in the 

twenty-first century (Reich, 1991), the addition of 

collaboration to our existing teaching pedagogies 

appeared to be essential. 

In our ongoing efforts of continuous improvement, 

we attempted to enhance learning via the addition of 

collaboration.  As a methodology for measuring the 

impact of adding collaboration, we decided to focus 

on measuring improvement in lower-level skills.  To 

do this, we agreed to give students quizzes on each 

chapter.  Quizzes were chosen as a pedagogical tool 

to force students to study before class and to 

reinforce test-taking behavior.  In support of this 

pedagogy, we used Kroenkeôs Using MIS text which 

restates chapter objectives in the form of focused 

questions.  Thus, the format of the chapter objectives 

as questions was particularly appealing to our needs 

(Kroenke, 2009).  In addition, Kroenke devotes a 

significant amount of the text to the discussion of 

using collaboration tools in business.  Finally, we 

agreed to more heavily employ collaboration tools, 

specifically Microsoft SharePoint (SP) in our 

pedagogy. 

RESEARCH 

This paper is the result of ongoing research in 

measuring the impact of modifications made to 

teaching pedagogies when educators change course 

methods and content in an attempt to improve student 

learning (Eddins & Strouse, 2009; Eddins, 2006).  

Outcome assessment using the MSLQ has shown 

some efficacy in the past and its continued use needs 

to be assessed in light of newly emerging learning 

methods such as social networking and collaboration. 

EXPERIMENTAL DESIGN  

An a priori design was utilized comparing student 

responses to MSLQ questions as well as objective 

grades received on case study assignments, quizzes 

and exams.  The course was structured so that 

collaboration using Microsoft SharePoint was added 

at the semester midpoint.  MSLQ questions were 

administered and responses gathered just prior to the 

addition of collaboration and again just prior to the 

end of the semester.  Case studies, quizzes and exams 

were equally distributed with half occurring before 

collaboration was added and half after.  Students 

were informed that two or three of the seven focused 

questions addressing chapter objectives would be 

asked on each quiz.  During the first half of the 

semester, students worked individually on case 

studies and preparing for chapter quizzes.  For the 

second half of the semester, students were assigned to 

teams and allowed to use collaboration within-team 

to prepare for the focused questions on quizzes by 

posting and elucidating possible answers.  Although 

students were allowed to collaborate when preparing 

for quizzes, all quizzes and exams were taken 

individually without interaction or collaboration of 

any sort at the time the quizzes and exams were 

taken.  Additionally, during the second half, cases 

were assigned to teams rather than individual 

students and SharePoint was used by the students to 

post, refine, edit and submit solutions to assigned 

cases.  Two sections of an MIS course were used for 

the study.  Each section had 24 students for a total of 

48 students.  Of those students, 37 completed both 

pre- and post-surveys and are included in this sample. 

There were 26 questions on the pre- and post- 

surveys for a total of 1,924 responses (37 x 2 x 26).  

Students responded to the MSLQ survey using a 

Likert-scale response structure of one through seven.    

Responses to MSLQ questions were treated as 

ordinal data for pre- and post-treatment comparisons 

using a nonparametric related sample (repeated 

measures) Wilcoxon Signed Ranks Test which 

yielded a Z statistic (ZSTAT) with alpha set at 0.05 

(Ŭ=0.05). 

A similar related sample (repeated measures) design 

was utilized for grades received on case studies, 

quizzes and exams with the exception that since this 

data was of type interval/ratio, parametric paired 

sample t tests yielding a t statistic (tSTAT) with alpha 

set at 0.05 (Ŭ=0.05) were used. 

Finally, student grades on case studies, quizzes and 

exams were examined for the impact of possible 

gender bias due to the addition of collaboration 

technologies using parametric paired sample t tests 

yielding a t statistic (tSTAT) with alpha set at 0.05 

(Ŭ=0.05). 
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FINDINGS  

The pre-/post-MSQL survey comparisons were made 

using SPSS's nonparametric Wilcoxon signed ranks 

test for differences with the outcomes indicated for 

each component in Figure 1 with a combined 

graphical overview shown in Figure 2.  The analysis 

indicated that only the Peer Learning component of 

the MSQL displayed a significant difference (p-value 

= 0.002) at Ŭ=0.05 (ZSTAT = -3.059) between the 

pre/post-treatment testing.  Further testing in 

accordance with the planned statistical design 

indicated that only two of the three questions within 

the peer learning component were significant at the 

Ŭ=0.05 level (See Figure 3). 

Analysis of student grades achieved during the pre-

/post-treatment periods indicated significance at the 

Ŭ=0.05 level for both cases and quizzes (tSTAT =   -

4.666, p-value = 0.000 and tSTAT = -2.125, p-value = 

0.039 respectively).  See Figure 4 showing the 

outcomes of student grade analysis for cases, quizzes 

and exams. 

Of additional consideration in the original 

experimental design was the concern of a possible 

gender bias that might result with the introduction of 

technology supported collaboration.  No such bias 

was evidenced at an Ŭ=0.05 level of significance (See 

Figure 5). 

CONCLUSIONS 

Although all MSLQ components experienced an 

increase (See Figures 1 and 2) as evidenced by the 

pre-/post-administration and analysis of MSLQ 

components, only the Peer Learning component (#14) 

was significant at the Ŭ = 0.05 level yielding a ZSTAT 

= 3.059 and a p-value of 0.002 (See Figure 1).  No 

evidence of statistically significant improvement was 

found in any of the MSQL components except peer 

learning which was to be expected.  The authors' 

expectation of a greater improvement in the critical 

thinking component was unsupported and was likely 

due to already having developed a learning approach 

or cognitive pattern (schema) for quizzes, cases and 

exams specific to this course during the first half of 

the semester and therefore improvement in this area 

was minimal. 

When the peer learning component of the MSQL was 

examined more closely by comparing the pre-/post-

responses to the specific questions within this 

category it was found that only two of the three 

questions evidenced significant improvement (See 

Figure 3).  Questions 45 and 50 were found to be 

significant with Z-statistics of 3.195 and 2.966 and p-

values of 0.001 and 0.003 respectively.  Although 

these questions can loosely be associated with 

collaboration they do not adequately describe the 

specifics of collaboration.  This is especially true for 

question #34 which states:  "When studying for this 

course, I often try to explain the material to a 

classmate or a friend." This question connotes or 

carries the implied meaning of students studying 

together and attempting to explain the material to 

each other while working to establish a "shared 

understanding" instead of already possessing a shared 

understanding and having something to contribute.  

In many instances, as in this one, a shared 

understanding of what is required already exists and 

there is no need to "explain" the material to other 

collaborators.  In situations like these, collaboration 

usually implies a shared understanding as the starting 

point and that further ideas, formulations, suggestions 

and outcomes are shared and combined to create a 

synergistic result. Use of the words "when studying" 

and "try to explain" confuses the issue and makes the 

question inadequate for specifically addressing 

collaboration when a "shared understanding" of the 

problem or endeavor already exists. 

Only question number 45 of the peer learning 

component comes close to adequately identifying 

collaboration.  The question which reads: "I try to 

work with other students from this class to complete 

the course assignments." somewhat embodies the 

concepts associated with collaboration but fails to 

address synergistic learning effects such as enhanced 

breadth and depth of topic knowledge as evidenced in 

the study by improved grades on focused questions 

about chapter topics.   

As shown in Figure 4, both case study and quiz 

grades improved significantly (t-statistics 4.666 and 

2.125 and p-values 0.000 and 0.039 respectively).  

Although exam grades also improved the 

improvement was not significant.  The authors felt 

that improvement was evidenced in two ways.  First, 

the quality, depth and thoroughness of case study 

solutions reflected dramatic improvement when the 

students worked as a team instead of submitting case 

study solutions as a single individual.  Secondly, 

students' ability to demonstrate their depth and 

breadth of learning and understanding of chapter 

topics when responding individually to topic-focused 

questions on quizzes was also enhanced by adding 

collaboration.  Improvement was evidenced even 

though the course material, especially the case 

studies, became more difficult and complex toward 

the latter part of the semester. 
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Although an analysis of possible gender bias was 

conducted in accord with the a priori experimental 

design, no significance at the Ŭ=0.05 level was 

evidenced between the pre-/post-grades on case 

studies, quizzes or exams (See Figure 5). 

The authors believe that further investigation into the 

development of additional MSQL questions or a new 

MSQL component configured to specifically address 

the use of collaboration is necessary. 

In closing, the authors found the addition of 

collaboration and the use of technologically 

supported collaboration tools enhanced the individual 

student's ability to answer topic-focused questions.  

Further, the addition of team-based collaboration 

using these same tools evidenced a synergistic effect 

in improving the quality, depth and thoroughness of 

students' case study solutions.  And finally, the 

MSQL as it currently exists is inadequate for 

measuring the impact of collaboration on learning. 
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APPENDIX 

Figure 1 - Pre versus Post Comparison of MSLQ Components 

 

 

Figure 2 - Graphical comparison of MSLQ components 
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Figure 3 - Results of individual Peer Learning question analysis 

 

 

Figure 4- Results of Student Grade Analysis 

 

 

Figure 5 - Results of Gender Comparison Analysis 
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WAGNERôS LAW REVISITED:  AN ECONOMETRIC ANALYSIS 

Mete Feridun, Eastern Mediterranean University 

Yaya Sissoko, Indiana University of Pennsylvania 

ABSTRACT 

This study aims at examining the relationship between public expenditure and income using vector error-correction 

(VEC) approach on annual data spanning the period between 1993 and 2006. First, the stationarity properties of the 

data and the order of integration of the data are examined using Augmented Dickey-Fuller tests. Second, the 

hypothesis of cointegration between government spending and income is tested. The results show evidence 

supporting the existence of a long-run equilibrium relationship between real government spending and real income. 

Third, the Granger-causality between government spending and income is investigated using VEC and first 

difference VAR models. The results based on these tests provide no support for Wagner's hypothesis. These results 

seem to be consistent and compatible with the growth patterns of government spending and income over the period 

examined. The results also appear to be robust across the different lag length selected and across the different 

measures for government spending and income used.    

INTRODUCTION  

In the literature, three main reasons for the empirical 

relationship between government spending and 

income have been suggested.  Firstly, 

industrialization would lead to a substitution of 

public for private sector activity. Secondly, increased 

wealth would lead to an increase in cultural and 

welfare services, which are assumed to be income 

elastic. Thirdly, government intervention would be 

required to manage and finance natural monopoly. 

Under this view suggested by Wagner (1877), a 

growing economy generates additional tax revenue 

and creates opportunities for policy makers to 

increase popular public sector expenditures and 

government subsidies. Such an increase in public 

sector activity continues to flourish even in times of 

recession (Aschauer, 1988 and 1989; Modigliani and 

Sterling, 1986; Karras, 1993; Kolluri and et al., 

2000).  

Taking the Slovakian economy as an example for this 

phonemonen, this paper aims at examining the 

relationship between public expenditure and income 

using vector error-correction (VEC) approach on 

annual data spanning the period between 1993 and 

2006. 

LITERATURE REVIEW  

There exists a broad literature on the relationship 

between income and public expenditure. One of the 

prominent examples, Thornton (1999) tested 

Wagner's law for six developed economies 

(Denmark, Germany, Italy, Norway, Sweden, and the 

United Kingdom) using annual data from around the 

mid-19th century to 1913. The results suggest that 

over the respective sample periods, with few 

exceptions, nominal and real Gross  

National Product (GNP), nominal and real 

government expenditure, and population were 

nonstationary series in their levels but stationary in 

first differences. With the exception of Germany, the 

results also suggest that nominal GNP and nominal 

government expenditure and/or real GNP and real 

government expenditure were cointegrated in the 

remaining countries. Finally, Granger-causality tests 

suggest that unidirectional causality ran mainly from 

income to government expenditure. On the basis of 

these results, there appears to be considerable support 

for Wagner's law in 19th century.  

Asseery and et al. (1999) test Wagnerôs law using 

disaggregated Iraqi annual data for the period 1950-

1980. Their data set is truncated at 1980 in order to 

avoid the impact that the Iran-Iraq war may have had 

on public expenditure figures and to take into account 

the fact that there are breaks in the data in the post-

1980 period.  Their empirical results, and in 

particular their causality tests, suggest that there is 

some evidence for the existence of Wagnerôs Law 

when income and several forms of expenditure are 

used in nominal terms.  

The chain of causality runs in the opposite direction 

when expenditure is examined in real terms. In the 

case of spending on economic services, there is 

unidirectional causality. Chletsos and Kollias (1997) 

investigate empirically the traditional Wagnerôs 

hypothesis in the case of Greece using disaggregated 

data of public expenditure for over the period 1958-

1993. Employing error-correction approach yields 

evidence suggesting that Wagnerôs law is valid only 

in the case of military expenditures. The reported 

empirical results also suggest that the growth of 

government expenditure in the case of Greek is not 

directly dependent on and determined by economic 

growth as Wagnerôs law states. The other factors, 
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such as political processes and the Greek 

development model may be cited as possible 

explanatory variables for the increase of government 

expenditure. 

Abizadeh and Yousefi (1998) use annual data for 

South Korea to test for the validity of Wagnerôs law 

and to examine the direction of causality between the 

growth of government expenditures and economic 

development. By excluding government expenditures 

from the national output, their test indicates that 

private sectorôs income Granger-causes expenditure 

growth. Next, they established, empirically, the 

validity of Wagnerôs law, that the income elasticity of 

demand for public goods is greater than unity. Their 

results indicated that government spending in South 

Korea has positively and significantly been affected 

by the private sectorôs income. Government spending 

has not been, however, affected by externalities 

measured by the urbanization ratio. An implication is 

that the urbanization ratio is not an appropriate proxy 

for externalities. Their results supported the positive 

and a statistically significant link between 

government spending and the dependency ratio. This 

finding is consistent with the results of earlier studies.  

Kolluri and et al. (2000) examine the long-run 

relationship between Gross Domestic Product (GDP) 

and government spending in the G7 countries for the 

period 1960-1993. Their findings provide evidence 

showing that in the long-run, government spending 

tends to increase at a higher proportion than national 

income; that is, government spending tends to be 

income elastic in the long-run. In all of the G7 

countries, the logarithmic values of the government 

expenditure and income variables are found to be 

stationary in their first differences and thus are 

integrated of order one. This is generally found to be 

true for all three categories of government 

expenditure, although two exceptions were detected. 

This clearly lends credence to the existence of a 

significant long-run equilibrium relationship between 

government spending and national income, thus 

supporting Wagnerôs Law.  

The estimates of the long-run elasticities of 

government expenditure with respect to national 

income indicate that government spending, whether 

expressed as an aggregate or by type, is income 

elastic in the majority of the highly industrialized or 

G7 nations. Anisul (2001) has tested Wagnerôs 

hypothesis using USA annual data for the period 

1929-1996. The reported results estimated using 

Johansen and Juselius cointegration and erogeneity 

test provided strong empirical evidence of a long-run 

equilibrium relation between per capita real income 

and the relative size of government. On the other 

hand, the short-run dynamics suggest that the relative 

size of the public expenditure is found to be a stable 

function of the progress of the economy with an 

estimated speed of adjustment of about 47% over a 

year.  

Finally, causality tests show that causal linkage flows 

from real income per capita to relative size of 

government.  Burney (2002) investigates the 

relationship between government spending and a 

number of socioeconomic variables in Kuwait for the 

period 1969-1993. The results corresponding to the 

cointegration tests provide little for the existence of a 

long-run equilibrium relationship between 

government spending and the relevant socioeconomic 

variables. Conversely, among the different variables 

considered in the analysis, there is some evidence 

that in the long-run government spending is 

influenced by GNP, and the Governmentôs 

Disposable Revenues (GDR), degrees of openness of 

the economy, supply of revenues, population 

composition, and revenue constraint. Furthermore, 

the evidence does not lend support to the validity of 

Wagnerôs law. 

DATA AND METHODOLOGY  

In the present study, the relationships between public 

spending and income will be examined using annual 

data of Slovakia over the sample period from 1993 

through 2006. The variables used are Gross Domestic 

Product (GDP), Consumer Price Index (1995 = 100), 

government expenditure, and population. All data 

come from the International Financial Statistics 

Yearbook (2002 and 2007) as well as World Bank 

WDI CD-ROM. These series are used to generate 

four data series: real GDP (y), real GDP per capita 

(py), real government spending (g), and real 

government spending per capita (pg). All variables 

are transformed to natural logarithmic form to 

achieve stationarity in variance and to make 

statistical testing procedures valid.  

The basic hypothesis to be tested in this study is 

Wagnerôs law, which postulates that as real income 

increases during the industrialization process, the 

share of public expenditure increases. The most 

researchers who examine the existence of Wagnerôs 

law consider the regression equation (Oxley 1994): 

          Lgt = b0 + b1Ly t + (1- b1)LPOPt + Ut          (1) 

where g is real government expenditure, y is real 

GDP, POP is population size, b0 and b1 are 

coefficients to be estimated, U is a serially 
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uncorrelated error term, and L denotes natural 

logarithms. 

The main problem facing most previous studies is 

that much of the econometric theory has been based 

on the assumption that the observed data come from a 

stationary process (Hendry and Juselius 2000). The 

regression model involving nonstationary time series 

can induce statistical distortions. The distortion here 

implies that most of the statistics calculated from 

such regression do not follow the standard 

distributions. In more precise words, the F-statistics 

in the regression model involving non-stationary 

regressors has a substantial rightward shift under the 

null hypothesis of no causality. Thus the significance 

of the test is overstated and a spurious regression 

result is obtained (Chang, 2002).  

Tests for nonstationarity of a time series (xt) involve 

testing for the presence of unit root. In this study, unit 

root is tested using Augmented Dickey-Fuller (ADF) 

test. The test is the t- statistics on q in the following 

regression:   

            Dx = d0 + d1T+ qx ï1 + S

n

j
jjDx ï j + ht           (2)  

here D is the first-difference operator, xt s the series 

under consideration, ht is a stationary random error, 

T is the time trend, d0, d1, q, and j
j 
are parameters to 

be estimated. The hypothesis of non-stationarity is 

rejected when q is significantly negative. Here n must 

be selected large enough to ensure that ht is a white 

noise. In this study, the Akaike (1974) information 

criterion (AIC) is used to determine the appropriate 

lag length n that will be enough to ensure the 

stationarity of the error term ht. The AIC is defined 

as 

                    AIC = T*ln (ESS/T) + 2 k           (3) 

where T is the sample size, ESS is the sum 

of squared error of the regression in equation 2, and k 

is the number of parameters, k = n + 3. The 

appropriate lag length selected by estimating 

equation 2 over a selected grid of values of n and 

finding that value of n at which AIC attains its 

minimum (Engle and Yoo, 1987).  

Once a unit root has been confirmed for a data series, 

the question is whether there exists some long-run 

equilibrium relationship between public expenditure 

and income. While the theory of cointegration reveals 

a long-run equilibrium relationship among the 

dependent and independent variables, analysis of the 

short-run dynamics of the system is equally 

important. An important issue in econometrics has 

been the need to integrate short-run with long-run 

equilibrium. The theory of cointegration addresses 

this issue of integrating short-run dynamics with 

long-run equilibrium. 

Cointegration tests in this study are carried out using 

the method proposed by Johansen (1988). The 

Johansen method applies the maximum likelihood 

procedure to examine the presence of cointegrating 

vectors in nonstationary time series. Following 

Hendry and Juselius (2000b), a two-dimensional 

(2×1) vector autoregressive model with Gaussian 

errors can be expressed by 

   xt =  f1ixt-1 + f2xt-2 + é.+fkxt-k + m  + et ,   

 t = 1,2, é..,T                          (4) 

where xt = (yt and gt), and et  ~ i.i.d. N (0,L). The 

covariance matrix of the error process, L,  and the 

parameters  f1,  f2,  fk,  and m are to be estimated.  

By taking first differencing on the vector level, the 

model in error correction form is  

Dxt = G1Dxt-1 + G2Dxt-2 éé + Gk-1Dxt-k+1  - 

Pxt-1 + m +  et                                       (5) 

where Gi =- (I -  f1 -  f2 - ----- fi) are short-run parameter 

matrices, P = (I -  f1 -  f2 -  --- -- - fk), sub-index k is the 

lag-length.  

The matrix P conveys information about the long-run 

relationship among y1t, y2t, and y3t. Testing for 

cointegration involves testing for the rank of  P  

matrix r by examining whether the eigenvalues of P 

are significantly different from zero.  Three possible 

conditions exist: (a) the P matrix has full column 

rank, implying that xt was stationary in level to begin 

with; (b) the P matrix has zero rank, in which case 

the system is a traditional first-differenced VAR; and 

(c) the P matrix has rank r such that 0 < r ¢ 1, 

implying that there exist r linear combinations of xt 

that are cointegrated.  If the condition (c) prevails, 

then P matrix can be decomposed into two 2³r 

matrices, a and b, such that ab' = P. The loading 

matrix a represents the error correction parameters, 

which can be interpreted as speed of adjustment, 

while the vectors of b represent the r linear 

cointegrating relationships such that b'Yt   is 

stationary.  

Following Johansen (1988) and Johansen and 

Juselius (1990), the likelihood ratio will be used for 

testing the number of cointegrating vectors (or the 
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rank of P). The likelihood ratio statistic for the trace 

test is 

                   LHR = - TS

p-2 

ln (1 ï ǡ i)           (6)           

                                  i = r +1 

where ǡr+1, é., ǡp are the estimated p-r smallest 

eigenvalues. The null hypothesis to be tested is that 

there are at most r cointegrating vectors. That is, the 

number of cointegrating vectors is less than or equal 

to r, where r is 0 or 1. In each case, the null 

hypothesis is tested against the general alternative of 

r + 1 cointegrating vectors. Thus, the null hypothesis 

r = 0 is treated against the alternative that r =1, r =1 

against the alternative that r =2.  

Since cointegration tests are very sensitive to the 

choice of lag length used in carrying out such tests, 

the Schwarz (1978) criterion (SC) will be used to 

select to select the optimal number of lags required in 

estimating the cointegration test. The SC is defined as 

follows: 

                  SC = Ln Ýn
2
 + n Ln (T)/T            (7) 

where  Ýn
2 

 is the maximum likelihood estimator of 

the residual variance obtained from a model with lag 

length n, that is Ýn
2 

 = SSEn ùT, T is the sample size, 

and n is the number of lags selected to numerically 

minimize SC in equation (7). 

Engle and Granger (1987) show that if two 

nonstationary variables are cointegrated, the error-

correction model is conducted for determining the 

causality. The error correction model of income and 

government spending is as follows: 

Dgt = a1 +  q
m

11(B)D gt + q
n

12(B)Dyt + a1ECT1t-1 +u1t 

                                                                     (8) 

           Dy t  = a2 +  q
m

11(B)D g t + q
n

12(B)Dy t +  

            a2ECT2t-1 +u2t                                       (9) 

                                        M ij  

                         where q
m

ij (L) = Sq
m

ijL L
1
,   

                                              L=1 

D is the first difference operator and B is the lag 

operator such that BY1t = Y1t-1, u1t and u2t  are white 

noise terms, and ECTit -1 (i = 1, 2) is the error-

correction term (lagged one period) derived from 

long-run cointegrating relationship to capture the 

long-un dynamics. The inclusion of these terms, 

which must be stationary if the variables are 

cointegrated, differentiate the error ïcorrection model 

from the standard Granger causality test. 

On the basis of error- correction models in (8) and 

(9), unidirectional causality from y to g is implied if 

not only the estimated coefficients on the lagged y 

variables in equation (8) are statistically different 

from zero as a group, but also the coefficient on the 

error correction term in equation (8) is significant, 

and if the set of estimated coefficients on the lagged 

g variables in equation (9) are not statistically 

different from zero.   Similarly, g causes y if the 

estimated coefficients on the lagged g variable in 

equation (9) are statistically different from zero as a 

group, the coefficient on the error correction term in 

equation (9) is significant, and if the set of estimated 

coefficients on the lagged y variables in equation (8) 

are not statistically different from zero. Finally, 

feedback between y and g would exist if the set of 

estimated coefficients on the lagged y variables in 

equation (8) were statistically significant as a group 

ad the set of estimated coefficients on the lagged g 

variables in equation (9) were also statistically 

significant as a group, and also the coefficients of 

error correction terms in both equations are 

significant. 

EMPIRICAL RESULTS  

 Because cointegration equations require the use of 

nonstationary time series and error-correction 

equations require the use of stationary variables, each 

data series is first examined for the probable order of 

difference of stationary using the ADF unit root test.   

Following the recommendations by Dickey et al. 

(1986) and Miller and Russek (1990), the ADF tests 

are performed by estimating equation 2 when an 

intercept, and an intercept and trend are included.  

Equation 2 was estimated for all data series over a 

grid of n = 1, 2, and 3 to select the optimal lag 

structure that minimizes the AIC. This Criterion has 

proved its strength and efficiency in selecting the 

appropriate lag length.   

Table 1 reports the results of nonstationary tests for 

real government spending (Lg), real GDP (Ly), real 

government spending per capita (Lpg), and real GDP 

per capita (Lpy) using augmented Dickey-Fuller 

tests. According to the applicable test statistics, 
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nonstationarity cannot be rejected for the level 

variables for all data series at the 5% significance 

level. In contrast when the data are differenced, 

nonstationarity can be rejected for all data series 

studied. This finding indicates that all the data series 

are integrated of order one (or I(1)). Table 1 also 

reports the minimum AIC(n), which provides the 

optimal order of the lag length, n, in equation 2. 

See Table 1 in the appendix. 

Since a unit root has been confirmed for all data 

series studied, the question is whether there exists 

some long-run equilibrium relationship between 

government spending and income. The cointegration 

test is carried out on 1-2 and 1-3 lag intervals and on 

the assumptions that no intercept or trend in CE or 

test VAR, and intercept (no trend) in CE- no intercept 

in VAR. Table 2 reports the results from the 

Johansen cointegration tests. The likelihood ratio 

statistic corresponding to equation 5, reveals 

evidence suggesting that there exists one 

cointegrating equation between real income and real 

government spending for all lag intervals used. On 

the other hand, the Johansen test statistic provides no 

support for the existence of any long-run equilibrium 

relationship between per capita real income and 

government spending per capita. This finding 

suggests evidence showing that only real government 

spending and real income in Slovakia would move 

very close from each other. 

See Table 2 in the appendix. 

Given the results of the cointegration tests, the 

procedure is as follows: since real government 

spending and real income variables are cointegrated 

the error-correction model is conducted for 

determining the causality. In contrast, the standard 

Granger regressions as indicated in equations (8 -9) 

without error ï error correction terms are 

implemented to examine the causality between real 

per capita spending and real per capita income.  

Table 3 reports the statistical analysis based on vector 

error-correction and first difference VAR Models on 

the causal relationships between government 

spending and income for Slovakia. The numbers in 

parentheses indicate the significance level.  The 

results provide no support for the presence of a 

unidirectional Granger-causality from income to 

government spending or from government spending 

to income. The results are robust across the three 

different lag lengths selected and across the different 

measures used for government spending and income.  

The results based on the first-difference VAR model 

provide evidence showing that unidirectional Granger 

causality running from real per capita income to real 

government spending per capita only at 10% 

significance level when either one or two lag lengths 

are selected. The empirical finding reported above 

provides no support for Wagner's law.  

See Table 3 in the appendix. 

CONCLUSIONS 

 In this study, two versions of Wagner's law are 

examined empirically by employing annual 

Slovakian data over the period 1993-2006. First, the 

stationarity properties of the data and the order of 

integration of the data are examined using 

Augmented Dickey-Fuller tests. Second, the 

hypothesis of cointegration between government 

spending and income is tested. The results show 

evidence supporting the existence of a long-run 

equilibrium relationship between real government 

spending and real income. Third, the Granger-

causality between government spending and income 

is investigated using VEC and first difference VAR 

models. The results based on these tests provide no 

support for Wagner's hypothesis.  

These results seem to be consistent and compatible 

with the growth patterns of government spending and 

income over the period examined. The results also 

appear to be robust across the different lag length 

selected and across the different measures for 

government spending and income used.     
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Table 1.  Augmented Dickey-Fuller Unit Root Tests 

  Level First difference 

Variable Lag 

Order  

Regression Assumption: Constant Regression Assumption: Constant and 

Trend 
ADF AIC Critical ADF 1% 

and      5% 

ADF AIC Critical ADF 1% 

and      5% 

Lg 

1 
-2.5771 

 

-4.5673 

 

-4.5433 

-3.5432 

 

-2.6772*
 

 

-

4.7692 

 

-2.6888 

-1.7696 

5 2 
-2.9572 

 

-4.6542 

 

-4.7692 

-3.7892 

55 

-

2.3463** 

 

-

5.8653 

 

-2.5655 

-1.6706 

 
3 -2.7653 

 

-4.5433 

 

-4.7655 

-3.8665 

 

-1.7647 

 

-

5.8972 

 

-2.5547 

-1.9667 

 

Lpg 

1 
-2.4696 

 

-4.3458 

 

-4.6524 

-3.6758 

 

-

2.6859** 

 

-

4.8762 

 

-2.6564 

-1.9575 

 2 
-2.6677 

 

-4.7657 

 

-4.4563 

-3.7655 

2 

-3.5295* 

 

-

4.8752 

 

-2.7666 

-1.9585 

6 3 
-2.6788 

 

-4.7655 

 

-4.7662 

-3.7602 

 

-

1.9764** 

 

-

4.3666 

 

-2.6664 

-1.9665 

 

Ly 

1 
-2.5678 

 

-5.4564 

 

-4.5637 

-3.6883 

 

-2.7423* 

 

-

4.7762 

 

-2.6656 

-1.9856 

 2 
-3.6504 

 

-5.7982 

 

-4.9836 

-3.3356 

 

-2.8972* 

 

-

4.7654 

 

-2.6665 

-1.7678 

 3 
-2.5434 

 

-5.8602 

 

-4.3345 

-3.5433 

 

-2.6432* 

 

-

4.7633 

 

-2.6763 

-1.9664 

 

Lpy 

1 
-2.6584 

 

-4.7983 

 

-4.8645 

-3.5454 

 

-2.8753* 

4 

-

4.8766 

 

--2.665 

-1.9585 

6 2 
-3.7974 

 

-4.6532 

 

-4.5443 

-3.4345 

 

-2.8464* -

4.3654 

 

-2.6475 

-1.6688 

 
3 

-2.6573 

 

-4.7672 

 

-4.5748 

-3.7636 

 

-

2.4793** 

 

-

4.7653 

 

-2.6663 

-1.6765 

 
*(**) denotes rejection of the hypothesis at 5%(1%) significance level. 
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Table 2.  Cointegration Test Results 

 

Test Assumption: No intercept or trend in CE or test VAR:  Variables Lg & Ly 

Eigenvalue Likelihood Ratio 5% Critical 

Value 

1% Critical 

Value 

Hypothesized No. of 

CE(s) 

Lag intervals 

0.4456 

0.0133 

14.6573 

0.6573 

12.3425 

3.5643 

15.1231 

6.3334 

      None * 

   At most 1 

1-2 

 

0.4853 

0.0735 

15.8683 

2.2543 

12.3254 

3.6433 

15.6433 

6.543 

      None ** 

   At most 1 

1-3 

 

Test assumption: intercept (no trend) in CE- no intercept in VAR:                     variables Lg and  Ly 

0.5565 

0.0565 

23.1473 

1.4134 

19.4353 

9.6433 

24.5345 

12.6432 

None * 

At most 1 

1-2 

 

0.6765 

0.0933 

31.1067 

2.5435 

19.6332 

9.7743 

25.5435 

12.9435 

None ** 

At most 1 

1 -3 

 

Test Assumption: No intercept or trend in CE or test VAR:  Variables Lpg & Lpy 

0.0623 

0.0243 

2.3653 

0.6734 

12.7334 

3.3453 

 

15.7563 

6.7243 

None 

At most 1 

1 -2 

0.1365 

0.0134 

3.7825 

0.2965 

12.7674 

3.2224 

15.3452 

6.5723 

None 

At most 1 

     1 -3 

Test assumption: intercept (no trend) in CE- no intercept in VAR:                     variables Lpg and Lpy 

0.2626 

0.0235 

8.8832 

0.6745 

19.3453 

9.2773 

25.7542 

12.7743 

 

None 

At most 1 

   1-2 

0.2257 

0.0785 

8.3933 

1.8366 

19.9346 

9.2477 

25.3223 

11.6333 

None 

At most 1 

   1-3 

*(**) denotes rejection of the hypothesis at 5% (1%) significance level. 

 



 

 

 

Northeastern Association of Business, Economics, and Technology Proceedings 2010 43 

Table 3. Granger-Causality test results using VEC and first differenced VAR models 

Granger-Causality Tests Based on VEC Models: Variables   VEC Lg & Ly 

Equation Lag Hypotheses F EC 

8 

9 

1 

1 
q121 = 0, a1= 0 

q111 = 0 

4.9877 

(0.0411) 

9.4321 

(0.0123) 

1.0542 

(0.1231) 

9 

8 

1 

1 

q111 = 0, a2 = 0 

q121 = 0 

9.4212 

(0.0123) 

4.4324 

(0.4311) 

-1.4321 

(0.1231) 

8 

9 

2 

2 
q121 = q122 = 0, a1 = 0 

q111 = q112  = 0 

2.5242 

(0.3242) 

0.4532 

(0.5422) 

1.5422 

(0.4213) 

9 

8 

2 

2 

q111 = q112  = 0, a2 = 0 

q121 =q122 = 0 

0.4321 

(0.4211) 

2.5432 

(0.4211) 

 

-1.4322 

(0.5433) 

8 

9 

3 

3 
q121 = q122 = q123 = 0, a1= 0 

q111 = q112  = q113 = 0 

1.4311 

(0.4321) 

0.5431 

(0.5321) 

0.4211 

(0.2311) 

9 

8 

3 

3 

q111 = q112  = q113 = 0, a2 = 0 

q121 = q122 = q123 = 0 

0.4211 

(0.4311) 

1.2312 

(0.52321) 

 

-1.5123 

(0.1231) 

Granger-Causality Tests Based on VAR Models: Variables   Lpg & Lpy  

8 

9 

1 

1 

q121 = 0 

q111 = 0 

3.6262 

 (0.0231) 

0.2312 

(0.4123) 

 

 

8 

9 

2 

2 

q121 = q122 = 0 

q111 = q112  = 0 

3.2312 

(0.0654) 

0.1893 

(0.7321)  

 

8 

9 

3 

3 

q121 = q122 = q123 = 0 

q111 = q112  = q113 = 0 

1.7213 

(0.8281) 

0.7211 

(0.8912) 
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ABSTRACT 

Project managers are continually looking for ways to motivate team members to perform. Monetary reward systems 

are popular as motivational tools and the manner in which rewards are allocated can have an impact on team 

incentives. This research study evaluates perceptions of fairness and satisfaction when comparing a team reward 

scenario where each member receives an equal amount of bonus pay, versus an individual reward scenario where 

individuals receive a bonus amount determined by his or her proportionate contribution to the project.  Based upon a 

survey of 64 MBA students, the results of this study suggests that (1) participants do not have a clear preference for 

the team- or individual-based reward scheme, (2) the order of the presentation of reward scenarios biases 

preferences, and (3) older participants are more receptive of the team-based reward schemes than younger 

participants, who gravitate toward the individual-based reward scenario. 

INTRODUCTION  

In todayôs competitive working environment, 

employees are often expected to do more with less.  

Frequently this requires working more effectively 

and efficiently to deliver quality products and 

services on-time, within a defined budget and project 

scope. As an incentive for increased productivity, 

reward systems are often used in addition to overall 

compensation.  These rewards (or incentives) can be 

distributed in many different ways: paid time off, gift 

cards, and supplemental income money are all types 

of bonuses given to high-performing individuals 

(Dilworth, 1991). 

With individual-based reward schemes, distribution 

might be fairly straightforward.  If the person 

completes the project in a shorter amount of time 

than was originally planned or exceeds expectations 

on the project, they receive a reward.  Reward 

structures in project teams differ in that the teamôs 

incentive may be based on the groupôs performance. 

In some teams this can lead to conflict.  It is essential 

that everyone on the team feel that the rewards 

distributed are fair, otherwise job performance and 

motivation could decline and team members might 

become less cooperative and helpful to one another 

(Bamberger and Levi, 2009).   Perceptions of the 

fairness of various reward systems can be based upon 

the rules used to allocate the rewards or the perceived 

fairness of how the rewards are distributed.  These 

two types of justice-orientation are called Procedural- 

and Distributive-Based Justice respectively 

(Sarsfield-Baldwin, 1996).  Each system is discussed 

further in the following sections. 

 

LITERATURE REVIEW  

Procedural Justice 

Procedural-based justice focuses on the process of 

reward allocation, not the actual reward 

distribution.  The perceived fairness of the allocation 

process in a reward system directly affects an 

employeeôs job satisfaction (Fields, Pang and Chiu, 

2000).  Even when an individual is not happy with an 

outcome, they might perceive the process as fair.  As 

Authors note (2005), when a participant feels like he 

or she is treated with respect and their concerns are 

heard, they are more likely to judge the process as 

fair regardless of the outcome. 

Perceptions of fairness and procedural justice topics 

have been studied in many different contexts, but 

most come to a similar conclusion that the perceived 

fairness of procedure is positively related to job 

satisfaction.  The transparency of the process used to 

distribute rewards may be critical in the management 

of project teams.  Team member satisfaction with the 

reward they receive, or their job in general, might 

depend on understanding the process by which 

rewards are distributed (Cloutier and Vilhuber, 

2007). 

Distributive Justice 

Distributive justice research is based upon the 

writings of John Rawls (1971) and is often defined as 

how goods or services are dispersed to individuals, 

by an authority such as an employer, based on a set 

of standards.  Typically the goods are given equally 

among the members unless there are reasons, good or 

bad, that suggest the dispersion should be scaled in 
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favor of one individual or group of individuals.  With 

distributive justice, equity of the goods or services 

awarded will often depend upon the viewpoint of the 

individual assessing the situation.  For example, the 

value of a good or service received may differ 

between the individual on the receiving end and an 

outsider assessing the situation. 

In managing team members, there is a continuing 

focus on ensuring that the reward systems are as fair 

as possible for all those involved.   Even with this 

effort, those receiving the benefits may find a way to 

conclude that the outputs are unfair to them.  With 

Rawlsô (1971) vision, each person ñagrees to share 

one anotherôs fateò meaning that no matter what the 

outcome, everyone shares the same results. 

Perception of Fairness  

The validity of a process may or may not be directly 

related to an employeeôs perception of fairness.  An 

employee may consider the processes implemented to 

allocate rewards as valid or logical, but not fair.  

Such is the saying ñlife is not fair,ò employees may 

perceive rewards as unfair if they themselves do not 

directly benefit, but, as stated earlier; if the process of 

allocation is clearly defined it will alleviate much 

perceived unfairness. 

There are challenges in developing individual- and 

team-based incentive systems that are universally 

perceived as fair.  For instance, in a team-based 

reward system there is the risk of ñfree ridingò or 

inequity in the contribution of members.  This is 

especially true when a team has individuals who are 

highly motivated and assume leadership roles. 

However, peer pressure from the active team 

members tends to diminished free riding (Kandel and 

Lazear, 1992). A system that rewards individual team 

members who have not contributed may create 

internal strife and inevitably reduce the teamôs 

performance.   Furthermore, small teams may be 

more suitable than large teams for team-based 

rewards because distribution of the reward is less 

complicated when there are fewer individuals. 

Individual-based rewards are most appropriately 

implemented when an individualôs contribution is 

apparent to all team members and the allocation 

process is transparent. Perceived fairness has a 

temporal dimension that requires consistency.  If 

rewards are arbitrarily changed between projects, the 

inconsistency might be perceived as unfair (Li, 

Bingham, and Umphress, 2007).  The assumed 

relationship between the amount of work performed 

and the amount of reward received is the prime 

determinate of an employeeôs perceptions of fairness. 

RESEARCH METHODOLOGY  

A questionnaire was completed by 64 MBA students 

attending required MBA courses.  The instrument 

described a project-oriented fictional company called 

Harvest Pickers Incorporated, that offers services 

assisting farmers harvest crops, specifically in this 

case, apples.  The instrument provided background 

information on the company, along with the 

introduction of two employees who were recently 

contracted to do a 2 week harvest of apples.   One 

employee, Jerry, with 10 years of experience, served 

as a mentor to a newer employee of 2 years, Noah.   

Jerry was recently injured, which caused his 

production to decrease.  However he continued to 

mentor Noah, helping him increase his on the job 

performance.  Noahôs productivity was twice as high 

as Jerryôs productivity.  After this background 

information was given, the following two scenarios 

were presented: 

Scenario 1 

The project was finished 3 days early with a bonus 

pool of $300, so Jerry and Noah each received a $150 

bonus. 

Scenario 2 

The project was finished 3 days early with a bonus 

pool of $300, so Jerry and Noah received a portion of 

the bonus pool based upon their own productivity.  

Jerry received a $100 bonus and Noah received a 

$200 bonus. 

Scenario 1 is a team-based rewards scenario where 

the rewards are equally distributed.  Scenario 2 is an 

individual-based rewards scenario where each 

individual receives a reward based upon their 

proportionate contribution to the project. 

A counter-balanced repeated measures design was 

used.  Two versions of the instrument were 

distributed.  One version, TEAM-1st presents 

scenario 1, the team reward scenario, followed by 

scenario 2, the individual reward scenario.  The other 

version, IND-1st, switches the order of the scenarios 

so scenario 2, the individual reward scenario, is 

followed by scenario 1.  After reading each scenario, 

the participant was given a five point Likert scale 

survey that asked a series of questions.  The 

responses were 1 = strongly disagree, 2 = slightly 

disagree, 3 = neutral, 4 = slightly agree, and 5 = 

strongly agree.  The participants were asked to circle 

only one number (answer) per question.  Table 1 in 

the appendix contains the questions for the scenarios. 
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DISCUSSION 

This section presents the results of the study and 

discusses their implications.  All statistics were 

calculated using a single-factor ANOVA.  The 

significance level is set at p=.05.   In the remainder of 

this section, the overall differences between the team- 

and the individual-based reward scenarios are 

discussed first; followed by an exploration of the 

effects of the reward scenarios presentation order; 

then the variation in reward allocation structure, 

where data is segregated by presentation order 

(questionnaire version), is analyzed; finally the 

impact of age is considered.   

When comparing individual- and team-based reward 

systems we found no significant differences in the 

perceptions of fairness and preference for individual- 

versus team-based rewards.  However when we asked 

how the participants believed the actors in our 

scenarios would view the reward allocation, we did 

find significant differences.  The participants 

believed that (1) the high performer, Noah, would be 

more satisfied in the individual-based reward 

scenario (p = .000) and (2) the low performer, Jerry, 

would be more satisfied in the team-based reward 

scenario (p = .000).  These responses have high face 

validity given each actor would maximize his own 

bonus payment in the corresponding scenario.  

Personally, the participants reported they believed 

that they would have a significantly higher 

motivational level if they were to work in the 

individual-based reward setting rather than the team-

based setting (p = .004) (See Table 2 in the 

Appendix). 

When comparing the two versions of the 

questionnaire (see Table 3 in the appendix), we found 

some interesting differences in participant response 

patterns.  In the TEAM-1
st
 version, where 

participants first read the scenario in which Jerry, the 

senior employee with the back injury and Noah, the 

recent hire, both received $150, participants indicated 

neither the team-based or individual-based 

distribution was significantly more fair than the 

other.  However in the IND-1
st
 version, where the 

$100-$200 distribution was presented first, the 

participant response indicated a belief that the team-

based distribution of $150 each was significantly 

more fair (p = .032).  Consistent with the overall 

analysis presented in Table 2 in the appendix, 

participant in both versions of the questionnaire 

believed the actors would be more satisfied when 

they maximized their own bonus (TEAM-1
st
, Noah p 

= .000; Team-1
st
, Jerry p  = .003; IND-1

st
, Noah p = 

.005; IND-1
st
, Jerry p = .000).  Likewise the 

responses to both versions of the questionnaire 

suggest that the individual-based reward scenario is 

significantly more motivating (TEAM-1
st
 p = .044; 

IND-1
st
 p = .039). 

Within each reward scenario (team and individual) 

we compare the responses by questionnaire version 

(see Table 4 in the Appendix).  There are no 

significant differences between questionnaire 

versions when focusing on team rewards.  However, 

there are significant differences when observing the 

individual-reward responses.  In the individual-

reward scenario, those who read the TEAM-1
st
 

version of the questionnaire thought the bonus was 

significantly more fair than those who read the IND-

1
st
 version (p = .008).  This group of participants also 

thought Noah would be significantly more satisfied 

than those reading the IND-1
st
 version (p = .017) and 

those reading the TEAM-1
st
 version indicated a 

stronger inclination to work under the individual-base 

reward scenario than those reading IND-1
st
  (p = 

.002). 

In an exploratory analysis of the data, age presented 

itself as a significant factor.  (See Tables 5 and 6 in 

the Appendix). When reading the individual-base 

rewards scenario, those under 27 had a stronger 

opinion than those 27 and over that an individualôs 

contribution is important when determining the bonus 

allocation (p = .015).  In only the team-based reward 

scenario, those 27 and over thought Noah would be 

more satisfied than those under 27 (p = .009).   On 

the last question about motivation in both the 

individual- and team-based rewards scenarios, the 

answers of the under 27 and the 27 and over groups 

were significantly different.  Whereas the older group 

felt that they would be more motivated in the team-

reward scenario (p = .017), the younger group felt 

they would be more motivated in the individual-

reward scenario (p = .014). 

For those under 27, they believed Noah would be 

more satisfied with the bonus in the individual-base 

reward scenario (p = .000) and Jerry would be more 

satisfied with the bonus in the team-based reward 

scenario (p = .000).  They also indicated that they 

would be more motivated working under the 

individual-base reward system (p = .000).  In the 27 

and over group, they felt that the team bonus was 

significantly fairer than the individual bonus (p 

=.032) and they also felt that Jerry would be more 

satisfied under the team bonus scenario (p = .005).  

One explanation for older groupsô position on the 

fairness of the team-based reward allocation might 

center on indirect contributions to ñthe successful 

harvestò.  More seasoned participants are likely to 

identify with an individualôs physical limitations, 

which are likely to develop with age.  While 
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similarly, they can better appreciate the value of 

mentoring and the overall impact of best practices on 

end results. 

Consequently, it is not surprising that those 27 and 

over found the team-based reward scenario more 

motivating than the individual scenario.  Conversely, 

those under 27 found the individual distribution more 

motivating than the team-based distribution.  The 

data suggests the older participants might identify 

with the seasoned employee and consequently the 

scenario where Jerry prospers more. 

CONCLUSION 

Overall there was not a significant difference in 

preference for either an individual- or team-based 

distribution scheme.  The percentage of participants 

preferring the team-based versus the individual-based 

allocations are presented in Table 7 in the Appendix.  

However, when the team-based reward scenario was 

presented first, the participants tended to gravitate 

towards the team-based scenario as the preferred 

allocation scheme.  It appears therefore that the order 

of presentation had an impact in the selection of 

team-based as the preferred incentive.  This can be 

explained by Krosnick and Alwinôs (1987), 

evaluation of Cognitive Theory on Response-Order 

Effects in Survey Measurements, in which the results 

of survey instruments may be influenced by the 

ñframing of the problems or the context in which they 

are consideredò.   

The literature review discusses how perceptions of 

fairness and satisfaction with outcomes are critical to 

the success of an incentive or reward system.  This 

study shows how unpredictable reactions to any 

given reward scheme may be.  Overall, the 

participants seem to be relatively indifferent to either 

reward scheme.  However, as individuals, they may 

have strong preferences toward a specific type of 

allocation.  Results suggest that oneôs own history 

with reward systems may be relative as evidenced by 

the order-effect observed where those who read the 

team-based reward system were more positive in all 

responses than those who read the individual-based 

outcome scenario first.  The age of the participants 

also has a significant impact on perceptions of 

fairness and satisfaction with the allocation scheme.  

Older participants felt the team-based reward scheme 

was fairer than the individual-based scheme.  

Whereas, younger participants felt the individual-

based reward scheme was fairer.  

The participants felt that the actors would be most 

satisfied in the reward scenario that maximizes their 

own financial gain.  If given the preference, the 

participants indicated that they would feel more 

motivated working in an individual-base reward 

scheme.  This preference suggests that the 

participants most likely consider themselves to be 

high performers.  This is consistent with the profile 

of individuals who choose to pursue MBA degrees.  

Nevertheless, the participantsô perceptions of fairness 

lean toward the team reward scenario and 

significantly so when the participants read the 

individual-based reward scenario prior to reading the 

team-based scenario. 

Preferences for either a team-based or individual-

based incentive scheme may stem from oneôs own 

performance level, the nature of the project (e.g. can 

individual performance be measured), whether the 

rules for allocation are clear, and if the team 

members have a voice in establishing the distribution 

scheme.   
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APPENDIX  

Table 1.  Survey Questions that Followed Each Scenario 

1. The bonus given in the project was fair to all parties 

2. The bonus should be given based on experience 

3. The bonus should be given based on past and current performance 

4. The bonus should be based on how much the individual contributed to the project 

5. If you were Noah,  you would be satisfied with the bonus 

6. If you were Jerry, you would be satisfied with the bonus 

7. You would want to work for a company that had this reward structure 

8. This reward structure would motivate you to increase your performance 

 

Table 2.   Team-based rewards versus Individual-based rewards 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

All Observations: ALL  

Reward Allocation TEAM INDIVIDUAL  p-value 

The bonus given in the project was fair to all 

parties 
3.71 3.36 0.085 

The bonus should be given based on experience 
2.73 2.44 0.139 

The bonus should be given based on past and 

current performance 
3.41 3.30 0.606 

The bonus should be based on how much the 

individual contributed to the project 
4.17 4.14 0.839 

If you were Noah,  you would be satisfied with 

the bonus 
3.42 4.30 0.000* 

If you were Jerry, you would be satisfied with 

the bonus 
3.94 2.92 0.000* 

You would want to work for a company that had 

this reward structure 
3.50 3.53 0.877 

This reward structure would motivate you to 

increase your performance 
3.36 3.98 0.004* 
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Table 3.  Response differences between Questionnaire Versions 

Observations by Instrument 

Version 

 
TEAM-1st  IND-1st 

Reward Allocation 
 

TEAM IND p-value 
 

TEAM IND p-value 

The bonus given in the project 

was fair to all parties 

 
3.83 3.77 0.827 

 
3.61 2.97 0.032* 

The bonus should be given 

based on experience 

 
2.81 2.61 0.512 

 
2.67 2.27 0.152 

The bonus should be given 

based on past and current 

performance 

 

3.65 3.48 0.586 

 

3.18 3.12 0.840 

The bonus should be based on 

how much the individual 

contributed to the project 

 

4.26 4.06 0.387 

 

4.09 4.21 0.573 

If you were Noah,  you would 

be satisfied with the bonus 

 
3.58 4.55 0.000* 

 
3.27 4.06 0.005* 

If you were Jerry, you would be 

satisfied with the bonus 

 
4.00 3.13 0.003* 

 
3.88 2.73 0.000* 

You would want to work for a 

company that had this reward 

structure 

 

3.71 3.97 0.286 

 

3.30 3.12 0.550 

This reward structure would 

motivate you to increase your 

performance 

 
3.58 4.16 0.044* 

 

3.15 3.82 0.039* 

 

Table 4.   Reward Allocation Segregated by Questionnaire Version 

Observations by Reward Allocation   TEAM REWARD     

 INDIVIDUAL 

REWARD  

Survey Version 
  

TEAM-

1st 

IND-

1st 

p-

value 
  

TEAM-

1st 

IND-

1st 

p-

value 

The bonus given in the project was fair to 

all parties   
3.83 3.61 0.404 

 
3.77 2.97 0.008* 

The bonus should be given based on 

experience   
2.81 2.67 0.641 

 
2.61 2.27 0.205 

The bonus should be given based on past 

and current performance   
3.65 3.18 0.117 

 
3.48 3.12 0.237 

The bonus should be based on how much 

the individual contributed to the project   
4.26 4.09 0.487 

 
4.06 4.21 0.450 

If you were Noah,  you would be satisfied 

with the bonus   
3.58 3.27 0.306 

 
4.55 4.06 0.017* 

If you were Jerry, you would be satisfied 

with the bonus   
4.00 3.88 0.644 

 
3.13 2.73 0.202 

You would want to work for a company that 

had this reward structure   
3.71 3.30 0.156 

 
3.97 3.12 0.002* 

This reward structure would motivate you to 

increase your performance   
3.58 3.15 0.206 

 
4.16 3.82 0.192 
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Table 5.  Questionnaire version segregated by age 

Observations by Reward Allocation    TEAM REWARD      INDIVIDUAL REWARD  

Age Category   
Under 

27 
27 + p-value   

Under 

27 
27 + p-value 

The bonus given in the project was fair 

to all parties 
  3.60 3.95 0.214   3.48 3.14 0.296 

The bonus should be given based on 

experience 
  2.83 2.55 0.360   2.57 2.18 0.167 

The bonus should be given based on 

past and current performance 
  3.52 3.18 0.273   3.43 3.05 0.235 

The bonus should be based on how 

much the individual contributed to the 

project 

  4.29 3.95 0.188   4.31 3.82 0.015* 

If you were Noah,  you would be 

satisfied with the bonus 
  3.14 3.95 0.009*   4.31 4.27 0.868 

If you were Jerry, you would be 

satisfied with the bonus 
  3.83 4.14 0.270   2.81 3.14 0.325 

You would want to work for a company 

that had this reward structure 
  3.33 3.82 0.107   3.55 3.50 0.875 

This reward structure would motivate 

you to increase your performance 
  3.07 3.91 0.017   4.21 3.55 0.014* 

 
Table 6.  Team- versus Individual- Based Rewards Segregated by Age 

Observations by Age   Under 27 
 

27 + 

Reward Type 
  

TEAM 

Reward 

IND 

Reward 

p-

value 
  

TEAM 

Reward 

IND 

Reward 

p-

value 

The bonus given in the project was 

fair to all parties   
3.60 3.48 0.627   3.95 3.14 0.032* 

The bonus should be given based on 

experience   
2.83 2.57 0.308   2.55 2.18 0.249 

The bonus should be given based on 

past and current performance   
3.52 3.43 0.695   3.18 3.05 0.739 

The bonus should be based on how 

much the individual contributed to 

the project   

4.29 4.31 0.886   3.95 3.82 0.654 

If you were Noah,  you would be 

satisfied with the bonus   
3.14 4.31 0.000*   3.95 4.27 0.315 

If you were Jerry, you would be 

satisfied with the bonus   
3.83 2.81 0.000*   4.14 3.14 0.005* 

You would want to work for a 

company that had this reward 

structure   

3.33 3.55 0.371   3.82 3.50 0.393 

This reward structure would 

motivate you to increase your 

performance   

3.07 4.21 0.000*   3.91 3.55 0.331 

 
Table 7.  Reward Preferences 

  TEAM-Based INDIVIDUAL -Based 

Version A n= 26 38% (10) 62% (16) 

Version B n= 28 54% (15) 46% (13) 

Total n= 54
1
 46%  (25) 54%  (29) 

 

                                                                 
1
 10 participant responses are excluded from this table because of missing data. 
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PURSUIT OF ACCREDITATION:  IMPACT OF ACCREDITATION COSTS ON TUITION  

Irene T. Houle, Assumption College 

ABSTRACT 

This paper examines the accreditation of collegiate business schools and programs. According to the latest statistics 

almost one-third of all college students in the USA are majoring in business.  This means that whatever colleges or 

universities are doing in their business studies departments represents a large chunk of the resources of the school 

and begets policies likely to reverberate throughout the institution.  A concrete example of this is when business 

faculty shift from a teaching load of 7 courses per year (or more) to a teaching load of 4 courses per year in order to 

provide adequate time for the scholarly research required for AACSB certification.  The result of this is either larger 

classes or more faculty members, or both.  Access to higher education is a critical public policy issue and tuition 

cost is a major factor in studentsô decisions regarding college attendance.  As more and more schools pursue 

AACSB accreditation, which is strongly tied to faculty research and publication, the extent to which this drives up 

tuition can have a huge impact on the numbers of students able to pursue bachelors, masters, and doctorate degrees. 

INTRODUCTION  

AACSB accreditation of business schools/programs 

is a nongovernmental accreditation over and above 

the regional accreditation that schools must have in 

order for students to be eligible for government 

grants and loans.  It is therefore voluntary.  However 

over the last forty years the number of U.S. schools 

pursuing and achieving this accreditation has soared, 

from 150 in 1970 to 469 in 2010, and more schools 

are actively in the process of seeking accreditation.  

This represents 29% of all U.S. schools with business 

schools/programs, and another 19% of U.S. schools 

are accredited through the ACBSP and 8.8% through 

IACBE. 

There are two strong forces at work pushing more 

and more schools into the accreditation pipeline.  

First is the perceived status that comes with 

accreditation, especially AACSB accreditation.  

There is ongoing discussion as to whether or not at 

some point so many schools have the accreditation 

that an institution is no longer  distinguished by 

having it, but will stigmatized if it does not.  This 

debate is beyond the scope of this project.  The 

second force, of immediate concern is the cultural 

and political push for standards and accountability in 

education at all levels.  To the extent that colleges 

and their students believe that AACSB accreditation 

represents meeting minimum standards and 

accountability via periodic reaccreditation there is 

created even more of an impetus for all schools 

offering business programs to be accredited.   

Accreditation is expensive.  The paradigm for 

regional accreditation has changed from something 

that is ñlived throughò every ten years to an ongoing, 

systematic, continuous process (Bardo, 2009).  This 

is something that virtually all colleges and 

universities in the U.S. engage in, with the costs 

factored into the budgets and then becoming part of 

the calculation of student tuition.  If schools are also 

chasing programmatic accreditation for their business 

programs then this adds to the costs which adds to the 

tuition bill.  Business schools/programs represent 

only one portion of a college or university, but 

increasingly they encompass more and more of the 

students, almost one-third of all college students in 

the U.S. are majoring in a business discipline 

(AACSB 2010).   

AACSB accreditation has been shown to increase 

faculty publications and it raises the salaries of the 

business faculty at accredited schools (Levernier and 

Miles, 1992) .  But to date no research has shown that 

student outcomes are improved in any way when a 

school becomes AACSB accredited. This raises 

several issues for public policy. Should programmatic 

accreditation be encouraged or discouraged, or will 

the government continue to remain neutral? There is 

evidence that the government intends to become 

aggressive about institutional accreditation and to 

increase its role in regulating higher education 

(Bardo, 2009; U.S. Department of Education, 2006).   

If programmatic accreditation, over and above 

institutional accreditation, is desirable how can it be 

achieved without raising, or substantially raising, 

tuition costs to students?  Is programmatic 

accreditation more desirable if it can be shown to 

improve student outcomes?  And if so, do we move 

toward a model of accreditation that encompasses all 

business programs to ensure that all students have 

access to the same education? 

Higher Education Accreditation in the USA 

The United States does not have a centralized 

authority that exerts control over postsecondary 

educational institutions in the country.   The U.S. 

government does have a Department of Education 

and the head of this department is The Secretary of 

Education which is a cabinet level position. 
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Education has existed within a cabinet level position 

only since 1953 when it was part of the new cabinet 

position of Health, Education and Welfare, and then 

achieving stand alone cabinet status in 1979 when the 

cabinet position of Secretary of Education was 

established.  Meanwhile postsecondary educational 

institutions have been engaging in accreditation 

activities using the peer review process since the 

latter part of the 19
th

 century. 

 This peer review process of accreditation, 

specifically designed to be non-governmental and to 

forestall government intervention, remains the basis 

for virtually all accreditation of postsecondary 

educational institutions.  Thus the USDOE is limited 

to recognizing accrediting agencies that have applied 

for recognition as follows: 

ñThe U.S. Secretary of Education is required by 

statute to publish a list of nationally recognized 

accrediting agencies that the Secretary determines 

to be reliable authorities as to the quality of 

education or training provided by the institutions of 

higher education and the higher education 

programs they accredit. The Secretary only 

evaluates accrediting agencies that apply for 

recognition, and certain criteria for recognition that 

are unrelated to the quality of accrediting activities 

limit the scope of the Secretary's recognition 

activities.ò  (USDOE, 2010) 

The USDOE recognizes accreditation agencies for 

the accreditation of postsecondary educational 

institutions only, and only for accrediting activities 

within the United  States.  Schools from outside the 

U.S. that are accredited by a recognized accrediting 

agency are not included in the USDOE Database of 

Accredited Postsecondary Institutions and Programs 

and the procedures used by the accrediting agency in 

evaluating the school have not been reviewed by the 

USDOE (USDOE, 2010). 

There are seven regional accrediting organizations 

that collectively cover all 50 states and these seven 

organizations accredit the majority of postsecondary 

educational institutions and virtually all of the public 

colleges and universities and most of the private 

institutions as well.  Because the criteria for USDOE 

recognition of an accrediting agency is so narrow, as 

acknowledged by the USDOE, many accrediting 

agencies first require that an institution be accredited 

by a regional accrediting agency as a condition of 

applying for accreditation from their agency.  This 

ensures that the agencyôs accredited schools will be 

listed in the USDOE database  since the regional 

accrediting organizations are all USDOE recognized.  

The regional agencies provide accreditation for 

institutions as a whole and not for specific disciplines 

or programs, nor does the accreditation of the 

institution as a whole guarantee the quality of any 

program within the institution.  Thus many 

postsecondary institutions pursue specific 

accreditation for programs for which it is required 

such as many health care related fields and legal 

studies programs as well as for programs that are 

competitive in nature either in initial entry or in 

which bachelor degree graduates are competing for 

spots in graduate programs.      

Accreditation of Collegiate Business Schools and 

Programs in the USA 

 The USDOE does not recognize any of the 

accrediting agencies providing specific accreditation 

for schools of business within a university or college 

or business programs within postsecondary 

educational institutions.  U.S. institutions  that desire 

accreditation for their business schools or programs 

look primarily to three U.S. based accrediting 

agencies, and more recently some schools have 

pursued accreditation through the European 

Foundation for Management Development (EFMD). 

 Association to Advance Collegiate Schools of 

Business International (AACSB) is the oldest, best 

known, and still most prestigious (Cochran, 2007; 

Roller, Andrews, and Bovee, 2003) of the three 

business program accrediting agencies in the U.S.  

Started in 1917 by 17 elite institutions AACSB was 

the sole U.S. accrediting agency of business schools 

until 1988.  Many schools joined AACSB as 

members but historically only a small fraction 

applied for and achieved accreditation.  In 1988 

AACSB had 260 accredited members, representing 

approximately 10% of the nearly 2400 institutions 

that had business programs (Cochran, 2007).  These 

accredited schools tended to be large and research 

oriented (Roller, et.al., 2003).  During this 70 year 

period the standards for accreditation were universal 

and placed a heavy emphasis on faculty research.   

Over the last 30 years AACSB has introduced a 

separate accreditation for accounting and revised 

their standards twice.  First in the early 90ôs to 

accommodate smaller and more teaching intensive 

institutions mission-linked standards were 

introduced, and again in 2004 a change adding the 

PQ (Professionally Qualified) designation that would 

apply to faculty who did not have doctoral degrees in 

a business discipline but did have qualifications as a 

professional in their field.  By 1996 AACSB had 326 

accredited members and 551 in 2007 (Francisco, 

Noland, and Sinclair, 2008) and as of January, 2010 
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there were 579 accredited members of which 469 

(81%) are U.S. schools and 110 (19%) are schools 

outside the U.S.  (AACSB, 2010).  The 469 

accredited U.S. schools represents 29% of the U.S. 

schools offering business degrees at any level 

(AACSB, 2010). 

In 1988 the Association of Collegiate Business 

Schools and Programs (ACBSP) was founded, in 

large part as a reaction to both the real and perceived 

inflexibility and research oriented bias of the AACSB 

accreditation standards.  ACBSP was believed to 

provide an avenue for smaller and more teaching 

intensive institutions to received accreditation for 

their business programs (Cochran, 2007; Roller, 

et.al., 2003).  ACBSP is the only U.S. business 

school accrediting agency to give accreditation to 2 

year programs (Associates degrees) and the 

institutions granting only 2 year degrees constitute 

50% or more of ACBSP accredited institutions 

(Roller, et.al., 2003).  Approximately 320 U.S. 

business school programs have ACBSP accreditation 

which is 19% of the U.S. schools offering business 

degrees at any level (AACSB estimates there are 

1,621 postsecondary schools in the U.S. that offer 

degrees in business).   59 schools outside of the U.S. 

have ACBSP accreditation.   In June of 2010 ACBSP 

changed its name to Accreditation Council for 

Business Schools and Programs (ACBSP, 2010). 

International Assembly of Collegiate Business 

Education (IACBE) is the third U.S. based 

accrediting agency and was founded in 1998.  While 

ACBSP addressed the issues of institutional size and 

teaching orientation in designing their accreditation 

standards  their standards were still based heavily on 

those of AACSB and seemed still too rigid and 

prescriptive.  IACBE  focuses  on ñrigorous outcomes 

assessment and continuous improvement processò 

(Roller, et.al. 2003, page 198).  As of September, 

2010 IACBE has 162 accredited institutions with 140 

in the U.S. and 22 in 13 other countries (IACBE, 

2010).   The 162 U.S. schools represent about 10% of 

all schools.  (See Table 1 below) 

Table 1 

Agency #  

schools 

Accred. 

# 

schools 

outside 

U.S. 

# 

schools 

inside 

U.S. 

%   

accredited 

of all U.S. 

schools 

AACSB 579 110 469 29% 

ACBSP 379   59 320 19% 

IACBE 162   22 140 10% 

EFMD 128 125     3 <.1% 

 

Much has been written about the impact of attaining 

accreditation; increased faculty salaries (Levernier 

and Miles, 1992), the changing nature of and 

evaluation of business school faculty work (Ehie and 

Karathanos, 1994; Henningger, 1998; Srinivasan, 

Kemelgor, and Johnson, 2000), and of course the 

effects of AACSBôs modified standards (Jantzen, 

2000; Yunker 2000; Francisco, et.al. 2008).  Such 

discussions, while important, are beyond the scope of 

this paper.  

However this paper is concerned with the increasing 

number of institutions seeking accreditation.  

Currently 58% of all U.S. postsecondary institutions 

offering business degrees are accredited by one of the 

three agencies. 

Cost of Pursuing and Maintaining AACSB 

Accreditation 

Heriot, Austin and Franklin in their 2009 paper 

actually put a dollar figure on AACSB accreditation.  

Based on their survey of 10 schools that had either 

achieved accreditation within 18 months or were 

formally in the active process of applying for 

accreditation they identified the costs of the initial 

application process as well as ongoing yearly costs 

directly related to maintaining accreditation. 

The one-time costs were identified as consultants, 

mock review, peer-review team and infrastructure 

upgrades.  The average total expenditure for all four 

items (summing the averages of each) was $54,704. 

The ongoing costs were identified as faculty salaries, 

recruitment, technology, professional development, 

library holdings and information access, and AACSB 

International dues and conference participation.  The 

average increased annual expenditure (summing the 

averages of each) was $413,743. 

The impact of this on students is smaller than 

expected, with the cost per student of initial 

application $13.76 and the cost per student of annual 

maintenance $104.08.  This calculation is based on 

the 10 schools surveyed with an average enrollment 

of 3,975 students.  With college tuition costs 

averaging $20,000 per year at public institutions and 

$35,000 at nonprofit private institutions $104 is not 

going to make or break the tuition budget on a per 

student basis (National Center for Education 

Statistics).  If one school was to spend the maximum 

amount reported in every category then the initial 

cost could be as high as $92,000 or $23.14 per 

student and the annual costs $985,000 or $247.80 per 

student.  Only in this latter case do we start to hit 
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numbers high enough to possibly impact studentôs 

ability to pay and attendance decisions. 

These costs do not seem to be a deterrent to schools 

hoping to achieve accreditation as there were 156 

schools seeking initial accreditation when the study 

was done (Heriot, et.al., 2009).  It was noted that one 

school was facing an opportunity cost of $400,000 

per year in needing to reduce programs and thus 

forgo tuition revenue from these programs.  Are the 

true costs of achieving and maintaining AACSB 

accreditation accurately calculated or could they be 

higher?  As college costs have continued to increase 

at a pace that outstrips inflation what will the actual 

yearly costs of maintenance be in the future? 

AACSB offers a separate and distinct accreditation 

for accounting programs, which far fewer schools 

have to date achieved.  However a school choosing to 

pursue and maintain both accreditations could be 

doubling the costs, and thus the impact on tuition 

rates. 

Implications for Faculty, Administrators, and 

Students 

One of the primary concerns for business school 

faculty has to do with employability and standards 

for tenure and promotion.  At one time it was 

required that accredited business schools hire only 

faculty with degrees from accredited schools.  At this 

time virtually all U.S. institutions offering doctorates 

in business EXCEPT for for-profit and/or distance 

programs such University of Phoenix and Argosy are 

accredited.  If accreditation becomes a de facto 

standard and all schools will hire only faculty with 

degrees from accredited institutions what happens to 

the for-profits?  And what happens to those faculty 

who have already earned their degrees through these 

programs?  Will faculty salaries be driven higher 

with increased competition from the smaller teaching 

intensive schools for the same faculty or the need to 

attract PQ faculty from outside academia? 

This is further complicated when hiring faculty from 

different countries is involved.  Will U.S. institutions 

accept faculty with degrees from institutions 

accredited by a European accrediting agency?  And 

conversely would European institutions begin to 

prefer faculty from European accredited schools 

rather than American accredited schools?  This could 

dampen even visiting positions and faculty 

exchanges. 

 Administrators have to worry about not only the 

faculty aspects of accreditation but the institutional 

requirements.  Many schools have been accredited 

for years and have invested significant time and 

money into the initial process and the yearly reviews 

and periodic renewals.  Any significant change in the 

accreditation landscape could have huge cost 

implications for an institution needing to change 

agencies and create even more pressure on those 

schools not yet accredited.  With 58% of U.S. 

business schools/programs accredited through one of 

the three U.S. accrediting agencies it seems likely 

that this number will continue to increase at a rapid 

rate.  Will more European schools feel the need to 

seek U.S. agency accreditation or will this instead 

push them away from the U.S. agencies and 

encourage substantial growth in EFMD or formation 

of a competitive agency?  Would schools eventually 

need dual accreditation if they wish to have foreign 

faculty and foreign students? 

Students also face a conundrum.  What happens to 

transfer students or even students who wish to study 

abroad for a semester or two?  Will their credits 

easily be accepted when the institutions involved are 

each accredited by a different agency?  This clash 

already occurs between schools accredited by a 

national agency such as the Accrediting Council for 

Independent Colleges and Schools and regionally 

accredited institutions (Bardo, 2009).  How will this 

affect financial aid?  For U.S. students enrolling at 

any institution with regional accreditation is 

sufficient to apply for government financial aid, 

could this requirement change to require 

programmatic accreditation? 

Suggestions for Further Inquiry and Discussion 

The majority of the discussion in the United States 

about business program accreditation has focused on 

the tension between smaller, teaching intensive 

institutions and the larger, research oriented 

institutions that until 1988 were the only schools with 

specialized accreditation.  Much of this discussion 

has revolved around the prestige that accreditation is 

believed to bestow, whether or not this prestige is 

diluted as more schools gain accreditation, the effect 

of accreditation on faculty, and other topics that 

remain of interest primarily to the institutional 

participants.  To date no research has been done to 

determine if students enrolled in accredited business 

programs have better outcomes than students at non-

accredited institutions. 

While some papers have explored the attitudes and 

beliefs of administrators at U.S. institutions regarding 

accreditation (Ehie et. al. 1994; Srinivasan et.al. 

2000; Roller et. al. 2003) no parallel work has been 

done involving the administrators of institutions 
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outside the U.S.  Of particular interest would be the 

reasons these schools chose to pursue accreditation 

through the U.S. accrediting agencies and how they 

perceive the emerging EFMD accreditation and the 

European Qualifications Framework.  Are European 

institutions interested in dropping their U.S. agency 

accreditation in favor of a European standard? 

This paper has focused solely on accreditation for 

business programs, but many disciplines have 

programmatic accreditations.  Chemistry, 

Engineering, Psychology, Rehabilitation, Physical 

Therapy, Nursing and numerous other disciplines all 

have accreditation programs.  Non academic areas of 

colleges such as libraries and student counseling and 

career services can also earn accreditations.  What is 

the total cost to an institution of pursuing every 

available programmatic accreditation?  If you cannot 

do all of them how do you choose which ones to 

pursue? 

Last but not least is the issue raised by Bardo (2009) 

concerning the inherent conflict between disciplinary 

accreditation and state level licensing exams.  Will 

graduation from an accredited program be required in 

order to take the exam as with most bar exams for 

attorneys?  Or will the ability to pass the licensing 

exam be sufficient obviating the need for accredited 

programs?   
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MENTORING TOGETHER: A LITERATURE REVIEW OF GROUP MENTORING  

Russell L. Huizing, Regent University 

ABSTRACT 

Researchers have shown the benefits of mentoring in both personal and professional growth. It would seem that 

group mentoring would only enhance those benefits. This work represents a literature review of peer-reviewed 

articles that contribute to the theory and research of group mentoring. Four primary types of group mentoring 

emerged ï peer group, one-to-many, many-to-one, and many-to-many. Despite over 20 years of research, significant 

gaps remain in the research methods, demographic focus, and fields of study. Future research recommendations 

include better gender balance and broader field representation in samples, more quantitative research, and a better 

established definition of mentoring in general and group mentoring specifically.  

INTRODUCTION  

Mentoring provides the capacity to learn wisdom and 

experience from another who has óbeen there and 

done thatô (Dansky, 1996; Russell & Adams, 1997). 

While mentoring is recognized today as having many 

personal and organizational benefits (Glass & Walter, 

2000; Level & Mach, 2005; Wasburn, Wasburn-

Moses, & Blackman, 2008), typically, mentoring is 

researched as a dyadic relationship (Dansky, 1996). If 

one of the goals of mentoring were to secure the 

wisdom and experience of others, it would seem that 

group mentoring ï where the wisdom and experience 

of multiple people is available ï would receive 

greater observation. However, a search of Academic 

OneFile, Academic Search Complete, and ProQuest 

databases suggests something very different. A 

search of these databases using the terms 

ócollaborative mentor,ô ócollaborative mentoring,ô 

ógroup mentor,ô ógroup mentoring,ô ómentoring 

circles,ô ómentoring communities,ô ómultiple mentor,ô 

ómultiple mentoring,ô óone to many mentoring,ô ópeer 

group mentoring,ô ósmall group mentoring,ô and 

óteam mentoring,ô produced only 34 full-text, peer-

reviewed articles which contributed to the theory and 

research of group mentoring. Identifying relevant 

references from those articles produced another nine 

full-text, peer-reviewed articles that contributed to 

the theory and research of group mentoring. Three 

distinct perspectives to the study of group mentoring 

emerged from the research. This literature review 

summarizes the distinct perspectives that have been 

theorized and researched. It also reviews several 

typologies including peer mentoring, one-to-many 

mentoring, and many-to-one mentoring that have 

been identified in the research. Finally, it identifies 

significant gaps that exist in the study of group 

mentoring. 

An appropriate first step would be to define ógroup 

mentoringô for the purposes of this work. Bozeman 

and Feeney (2007) included more than a dozen 

definitions from mentoring research over a 20-year 

period. Though each definition contained general 

characteristics that were similar, nuances throughout 

the definitions remained. Based on those differences, 

Bozeman and Feeney recommended several 

characteristics as a standard measure of mentoring. 

First, a mentoring relationship is between the mentor 

who is ñperceived to have greater relevant 

knowledge, wisdom, or experienceò (p. 731) and the 

mentee who has less of these characteristics. Second, 

a mentoring relationship includes the ñthe 

transmission of knowledge, social capital, and 

psychosocial supportò (p. 731) primarily through 

informal communication. Finally, a mentoring 

relationship has direct significance to career and/or 

personal development. Based on these characteristics, 

studies identified with mentoring terminology but 

consisting of teaching or study groups were 

eliminated from the review. Adding the term ógroupô 

to the word mentoring, does not make its definition 

any simpler. As can be seen in the search keywords 

noted earlier, there are many different designations 

for group mentoring (also, Ambrose, 2003; Eby, 

1997). For the purpose of this work, studies identified 

with group mentoring terminology were included in 

the review if the population consisted of a polyad 

mentoring relationship of more than two people in 

which the interactions were simultaneous and 

collaborative. Thus, for instance, relationships where 

one mentee had two mentors that were never in 

contact with each other (e.g., Brown, 2005; Crocitto, 

Sullivan, & Carraher, 2005; Higgins, 2000; de Janasz 

& Sullivan, 2004; Mezias & Scandura, 2005) or 

relationships that involved one-to-one mentoring and 

included group components that the mentor did not 

regularly participate in (Adler, Martin, Park, Rey, & 

Tan, 2007; Utsey, Howard, & Williams, 2003) were 

not included in this review despite the use of similar 

terminology. Additionally, the term ógroup 

mentoringô is used throughout this work as a general 

term to represent all of the different types of group 

mentoring including peer group mentoring (PGM), 

one-to-many mentoring (OTMM), many-to-one 
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mentoring (MTOM), and many-to-many mentoring 

(MTMM).  

THE DEVELOPMENT OF GROUP 

MENTORING THEORY  

Using nearly 10 years of research material, group 

mentoring theories developed in the mid-1990s. The 

development of these theories centered on attempts to 

take the strengths of one-to-one mentoring (OTOM) 

and combine it with the benefits of group learning.  

The first and most often quoted theoretical work in 

group mentoring is Kaye and Jacobson (1995). In 

their work, they identified what became a common 

model for OTMM.  They recommended placing four 

to six less experienced group members with a mentor 

to creatively approach topics, analyze personal and 

professional development, share advice, and meet 

psychosocial needs (p. 24). Kaye and Jacobson also 

identified five tasks for successful mentors: (a) be a 

guide, (b) be an ally, (c) be a catalyst, (d) be a 

perceptive insider, and (e) be an advocate. 

Another theoretical work during this time was the 

case study of group mentoring by Limbert (1995). 

The mentoring group consisted of new female faculty 

at Penn State Shenango campus. Meeting times for 

this group were very flexible and locations varied. 

However, the consistent component was that every 

meeting shared personal and professional experiences 

of the women. The group recorded the professional 

sharing experiences and sent them to administrators 

who were mostly male. The group did this so that the 

administrators would be aware of the progress of the 

women. After these times of sharing, a discussion 

time focused on current interest items. Limbert 

identified ten advantages to the group mentoring 

model: (a) flexibility, (b) inclusiveness, (c) shared 

knowledge, (d)  interdependence, (e) broader vision 

of the organization, (f) widened external networks, 

(g) provided a safe place, (h) developed team spirit 

and skills, (i) personal growth, and (j) friendships (p. 

94-97). Limbert recommended additional study to 

confirm the results of the case study particularly in 

the field of female mentorship. 

Holbeche (1996) helped differentiate between 

conventional OTOM and PGM. Due to flatter 

organizational structures, Holbeche found manager 

roles to have broader responsibilities. Employees also 

seemed to be more isolated and pressured which led 

to lower morale. Holbeche also suggested that due to 

increased employment competition, environments did 

not exist for vulnerable and honest recognition of 

gaps in personal and professional skills. As described 

by Holbeche, peer mentoring went beyond a network 

group. Instead, a peer mentoring group of two or 

more individuals interacted for the purpose of 

specific forms of personal and professional 

development. Holbeche identified challenges to PGM 

success including suspicion of peers, the need for 

training, and the argument that peers cannot help 

each other get beyond their own professional or 

personal level. However, benefits noted were the 

collaboration of ideas, mutual understanding, and the 

development of lifelong learning. 

Kaye and Jacobson (1996) built on their earlier work 

and expanded the theory of group mentoring. In this 

work, they described the mentorôs role as facilitating 

several necessary components for successful group 

mentoring: (a) intentional learning, (b) examples of 

failure and success, (c), storytelling, (d) developing 

maturity, and (e) a sense of joint venture (p. 44). 

However, lest a mentoring group turn into a 

theoretical discussion with no practical application, 

Kaye and Jacobson recommended two specific ways 

to connect mentoring with membersô job 

requirements. First, mentors should create learning 

assignments that include new skills, current task 

development, and exposure to other areas of 

organization. Second, groups should gain managersô 

contributions and recommendations for the group to 

gain management support. 

Eby (1997) created a multi-dimensional 

differentiation of mentoring models so that 

typologies of mentoring could be classified. The two 

dimensions created by Eby were ñthe form of 

relationshipò and ñthe type of skill developmentò (p. 

129). Relationship forms identified whether the 

mentoring relationship was hierarchal or lateral. Skill 

development identified whether the mentoring 

intended to develop job-related or career-related 

skills. By cross-referencing these dimensions, several 

classes of mentoring could naturally be identified that 

assisted with categorization of the mentoring models. 

Eby included in this typology categorization group 

mentoring models along with non-group mentoring 

models. The inclusion of group mentoring models, 

however, provided researchers a means of relating 

group mentoring to other forms of non-group 

mentoring. 

Seeking to strengthen the personal and professional 

development of minority students, Haring (1999) 

applied the group mentoring model to that 

demographic. The work described traditional 

mentoring as ñgrooming mentoringò (p. 11) and the 

relatively new development of PGM as ñnetworking 

mentoringò (p. 11). Though not specifically 

identifying OTMM, MTOM, or MTMM, Haringôs 
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identification of blended models suggested these 

other forms of group mentoring as well. 

The networking characteristic remained prevalent in 

future theoretical development. Higgins and Kram 

(2001), for instance, used social network theory as a 

way of understanding the multiple relationship 

structure of PGM. Specifically, they cross-referenced 

network diversity and tie strength to create a multi-

dimensional typology for group mentoring (p. 270). 

Based on that structure, they further suggested factors 

that shaped mentoring groups including work 

constraints, work opportunities, help-seeking 

behavior, interaction style, formal mentor power, 

orientation toward professional development, and 

emotional competence. Finally, they integrated these 

two ideas and showed the developmental 

consequences to the mentee in career change, 

personal learning, organizational commitment, and 

work satisfaction (p. 274). 

The explosion of advances with internet technology 

eventually began to affect the field of group 

mentoring. Ensher, Heun, and Blanchard (2003) 

described face-to-face group mentoring and its 

benefits while comparing those benefits to 

hypothesized benefits of online mentoring. They 

suggested that a traditional group mentoring 

relationship could develop in an online environment 

albeit more slowly due to the slower development of 

online relationships. They also suggested that online 

mentoring could mitigate the difficulty of finding 

mentors to match with mentees as the internet was 

significantly less constrained by location, costs, 

equalization, and demographics (p. 280). They 

recommended several research propositions focused 

on the compatibility of traditional approaches to 

group mentoring and an online environment. 

At the same time, Packard (2003) was cultivating the 

same group mentoring soil as Ensher, et al. (2003). 

However, Packard applied the concept of web-based 

mentoring to the specific demography of college 

women in specialized fields. Due to the small number 

of women in these fields, Packard stated that 

mentoring opportunities for these women were 

limited, primarily by geography and availability. 

Packard maintained that a non-traditional approach to 

mentoring in the form of web-based group mentoring 

provided for both the communalistic approach that 

women preferred and the connection with similar 

peers despite geographical separation (p. 57-58). 

Packard noted that one of the limitations of web-

based group mentoring was the lack of advocacy and 

sponsorship that is typically present in a face-to-face 

environment. Additionally, she also noted the slower 

development of relationships that seemed to be 

present in online interaction. Despite these 

limitations, she recommended future research on 

training and resources ï especially for mentors - to 

overcome these limitations. 

Clifford (2003) applied the theory of group 

mentoring to the female university faculty 

population. She noted research suggesting that 

women leaders were underrepresented in a university 

faculty environment. Additionally, she pointed to 

studies that highlighted the male bias towards female 

faculty. Within that context, Clifford theorized that a 

facilitated group mentoring program would assist 

female faculty to mitigate these barriers to their 

success. In theory, the group context would spread 

the limited mentor resources to more women. 

Additionally, the group environment would assist 

women to deal with the separation and partiality that 

can be felt in a university faculty environment.  

As technology increased the opportunity for group-

based mentoring, collaboration within mentoring 

groups gained a greater focus. The research by 

Wasburn and Crispo (2006) represents one of the first 

theories for collaborative based mentoring. They 

developed the Strategic Collaboration Model for 

businesses. Appreciative inquiry assisted in creating 

collaborative, trusting relationships within the 

mentoring group. Members would work together to 

develop a trusting relationship that nurtured four 

characteristics: (a) discovery of personal skills and 

contributions to the organization, (b) identifying 

ways those strengths can benefit the organization, (c) 

designing new directions that the organization can 

move in, and (d) creating an action plan (p. 38). The 

relationships repeated since they were defined as a 

circular process. Thus, at the completion of the action 

plan, the process began again with new information. 

Building upon earlier studies, Burgstahler and 

Crawford (2007) also recognized potential benefits 

for mentoring through the internet. Their specific 

demographic were college bound youth with 

disabilities. Similar to Packard (2003), Burgstahler 

and Crawford stated that mentoring opportunities for 

youth with disabilities was limited primarily by 

geography and availability. They also recommended 

that establishing an online mentoring community 

would mitigate the geographical and availability 

issues. Additionally, they hypothesized that such an 

environment would create greater empathic 

connections as students with similar disabilities ï 

though separated by geography ï came together 

online to share their experiences. In the unique 

population of people with disabilities, they also 
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hypothesized that mentors would gain as much from 

the group mentoring relationship, again, due to the 

empathic nature of similar disabilities. Burgstahler 

and Crawford used an organizational case study of 

DO-IT (Disabilities, Opportunities, Internetworking, 

and Technology) as a working example of online 

mentoring for the disabled. 

After over 20 years of group mentoring research and 

theory, Bozeman and Feeney (2007) provided an 

analysis of the theories as well as a critique. As 

already noted, one of their contributions is an 

overview of mentoring definitions over a 20 year 

period (p. 723). Their critique of group mentoring 

maintained that although benefits to the organization 

and/or individual may occur in groups, that those 

benefits cannot be extrapolated to suggest the 

necessary existence of a mentoring relationship. 

Their recommendation for defining mentoring was an 

informal dyadic relationship that required unequal 

knowledge, recognition of roles, fulfillment of the 

individual needs of mentor and mentee, and 

enhancement of work related knowledge (p. 735). 

Bozeman and Feeney represent the only example in 

the literature review of a complete dismissal of the 

group mentoring model as a valid form of mentoring. 

Despite the concerns of Bozeman and Feeney (2007), 

the field of group mentoring continued to diversify its 

theory by focusing on specific populations of people. 

An example is Caldwell, Dodd, and Wilkes (2008) 

who used a case study from the authorôs personal 

experience in developing a group mentoring model 

for nursing students on practice placements. Though 

the information presented by Caldwell, et al. was not 

new, it helped to further the field in showing the 

unique implementation of current group mentoring 

theory to a specific field. The authors concluded that 

the model of group mentoring was a superior 

framework for clinical practice nurses. 

Another example of the diversification of group 

mentoring theory to specific populations is the 

theoretical article by Wasburn, et al. (2008). They 

applied a business model of mentoring ï Strategic 

Collaboration ModelÊ - to the field of teaching. 

Using a pilot program with female university 

professors as a case study, Wasburn, et al. suggested 

that the collaborative PGM model could be 

successful in reversing the high attrition rates for first 

year teaching faculty. 

The initial theoretical articles on group mentoring 

began by delineating the differences in various types 

of group mentoring including PGM, OTMM, 

MTOM, and MTMM. Though one article critiqued 

group mentoring as no different than training, study 

groups, or friendships, the rest of the literature was 

supportive of group mentoring and its benefits to 

organizations. As time went on, the theories began to 

specialize by hypothesizing the impact of group 

mentoring on specific demographies and field of 

studies.   

DISTINCT TYPOLOGY IN GROUP 

MENTORING RESEARCH  

Over the last 25 years, researchers have recognized 

group mentoring as a viable alternative for the 

development of personal and professional skills ï the 

primary characteristics of mentoring. During that 

time, research has identified four types of group 

mentoring: (a) peer group mentoring, (b) one-to-

many mentoring, (c) many-to-one mentoring, and (d) 

many-to-many mentoring.  

Peer Group Mentoring 

By far, the most referenced article in group 

mentoring is the research of Kram and Isabella 

(1985). Their research represents the starting point of 

group mentoring recognition in the field of 

mentoring. They hypothesized that peer relationships 

would be variably supportive and significant at early, 

middle and late career stages. The researchers chose 

participants from a large northeastern manufacturing 

company based on age (due to the career stage factor 

of the study), gender, tenure and willingness to 

participate. The six early stage participants were ages 

25-35, the five middle stage participants were ages 

36-45, and the four late stage participants were ages 

46-65. The researchers conducted two interviews 

with each participant with the first interview intended 

to develop rapport. In the second interview, Kram 

and Isabella asked each participant through 

biographical interviewing to select two relationships 

that support personal and professional growth. 

Furthermore, each relationship identified in the 

second interview was also interviewed twice (once 

for rapport, once for biographical interviewing) to 

gain insight into those relationships with the study 

participants. The researchers used qualitative 

grounded theory to analyze all data. The data 

included three developmental peer relationship 

functions including career-enhancing, psychosocial, 

and special functions (p. 117). The data also 

identified a continuum of relationships including 

information, collegial, and special peers (p. 119). 

Kram & Isabella cross-referenced the data from the 

relationship continuum with the stages of career, 

which made possible the identification of dominant 

themes of peer relationships at successive stages (p. 
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125). They concluded by showing the common 

attributes between peer relationships and mentoring 

with two important distinctions. In peer relationships 

age differences and hierarchal levels are not as 

distinguished. In addition, in peer relationships, the 

research showed a clear two-way exchange contra the 

one-way exchange of dyadic relationships. This work 

laid the foundation for later PGM research. 

Eleven years later, Dansky (1996) represented the 

first PGM study. She theorized that professional 

associations could function as a source of mentoring. 

To study this hypothesis, she sought to measure the 

influence that an affiliation with the Ohio Council for 

Home Care had on career outcomes.  She distributed 

a survey to 150 women at the 1992 annual meeting of 

the association. The 88 respondents had a mean age 

of 41.2 years and a mean job tenure of 4.8 years. The 

survey questions focused on individual experiences, 

dynamics, and career outcomes associated with group 

mentoring. The reliability for the group mentoring 

scales was Ŭ=.92. The research indicated that group 

behaviors promoted feelings of inclusion and 

belonging, which were a statistically significant 

predictor of job title. Additionally, role modeling was 

a statistically significant factor that contributed to 

salary level. The research suggested that 

characteristics of group mentoring contributed to job 

title and salary level. 

With Kram and Isabella (1985) and Dansky (1996) as 

foundations, the research in group mentoring began 

to multiply much more quickly. Mitchell (1999) 

hypothesized that mentoring can occur in a group 

setting. However, when the group that Mitchell was 

using as a population eventually diminished to only 

3-4 participants per meeting, she began to question 

why. In 1997, Mitchell made available a monthly 

meeting for mentoring to any member of the 

Womenôs Network. During the early meetings, the 

average attendance was 12. The meetings were 

informal and yet emphasized confidentiality. A 

meeting typically consisted of members introducing 

themselves, presenting a mentee topic and the others 

in the group participating as desired as mentor. At 

times, topics continued outside the meeting in OTOM 

formats. When the group dwindled down, Mitchell 

mailed a questionnaire to the 31 unique members 

who attended and received a 71% return. Mitchell did 

not report reliability or validation information. Data 

from the survey suggested that there were 

confidentiality issues for at least two respondents. 

Another factor was the changing roles within the 

group with a person likely taking on the role of both 

mentee and mentor in the same evening. Reasons for 

discontinuation included time constraints and less 

breadth in advice due to the smaller group. 

The focus of Glass and Walterôs (2000) research was 

PGM with student nurses. They hypothesized that 

there was a relationship between personal and 

professional growth and peer mentoring. In 1995, 

they studied seven female nurses ages 26-45 years 

old in the second year of a three year nursing 

program at Southern Cross University, Australia. 

This group met weekly for 1 hour for a 12-week 

period. At each meeting, the group discussed issues 

from that week that were taken from journals and 

spontaneous sharing. At the end of the group 

mentoring time, Glass and Walter collected the 

reflective journals and interviewed each participant. 

The researchers transcribed the interviews and used 

qualitative thematic analysis on both the journals and 

the transcribed interviews. Glass and Walter 

confirmed analysis by giving it to participants to 

verify validity. All participants agreed that the 

material accurately represented their disclosure 

during the meetings. The data showed a strong 

relationship between the peer mentoring and personal 

and professional growth. Specifically, the support 

and strength of peer mentoring produced a sense of 

belonging, understanding of personal dualisms, 

verbalized vulnerability, validation of feelings, and 

acknowledgement (p. 157). 

Mullen (2000) applied PGM to the field of 

researchers and university leaders. They 

hypothesized that mentorship would help to develop 

leaders in these fields. During the 1997-98 school 

year in The Florida State University School-The 

Florida State University, they created a group of 17 

members including beginning and experienced 

teachers, professors, and other school faculty. They 

met bi-weekly throughout the school year. 

Researchers taped and transcribed the meetings for 

qualitative data analysis. Ultimately, they termed 

their mentoring model a collaborative model since it 

developed out of the interaction and end-result of the 

PGM. The data analysis identified several outcomes: 

(a) hierarchal distinctions were suspended, (b) 

creative insights were common, and (c) joint projects 

were pursued (p. 7-8). Regardless of hierarchal 

position, the participants considered all these 

beneficial. Given the positive outcomes, Mullen 

recommended a further pursuit of collaborative 

mentoring in the academic field. 

Using qualitative grounded theory methods, Jackson-

Bowers, Henderson, & OôConnor (2001) sought to 

evaluate the ALIA (SA) Mentoring Group in the 

Australian library system. The group met in 1998 
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with 26 participants at the initial meeting. 

Membership in ALIA was a prerequisite to 

participating and limited to graduates in library 

studies who were yet to be employed. With this 

filtering, the number of members became 17. 

Membership in the group was for 1 year and 

membership was open only once per year. The group 

met monthly for 2 hours and was self-driven and self-

funded. Each meeting had a specific theme. In 1999, 

the researchers evaluated the group using focus 

groups of 6-7 members. The data analysis of these 

members clarified that the group provided social 

support and a safe place to share unemployment 

issues and develop networking. Despite these positive 

PGM outcomes, the group eventually evolved into a 

support group for employment issues. 

Ritchie and Genoni (2002) also researched the impact 

of PGM in the Australian library system. They 

theorized that PGM would effectively transition new 

graduate students of library studies into their 

profession. On a more generalizable level, they 

suggested that mentoring implemented through a 

formally structured program with a facilitator would 

have a positive effect on personal and professional 

growth. The participants were new graduates in the 

library field in 1997. They held 11 two-hour monthly 

meetings with three groups. The experimental group 

had 23 participants and engaged in PGM. The two 

comparison groups consisted of a group with no 

mentor (18 participants) and 22 OTOM relationships. 

At each of the experimental groupôs meetings, the 

group addressed learning objectives. Between 

meetings, mentors made themselves available for 

OTOM. Mentors provided feedback to participants at 

every meeting in response to learning objectives and 

strategies presented. Additionally, each participant 

had an opportunity to peer mentor. The participants 

were encouraged to provide personal and 

professional support during the meetings. At the mid-

year point, researchers conducted a process 

evaluation to assess participant satisfaction and 

learning. Ritchie and Genoni gave pre- and post-test 

questionnaires to participants of all three groups. In 

order to measure professional identity, the 

researchers used Hallôs Professionalism Scale. 

Participants self-reported career development and the 

researchers measured this quantitatively. Through a 

self-assessment, participants indicated perception of 

self for psychosocial measurement. Researchers 

administered Noeôs Mentoring Activities 

Questionnaire (a validated measuring instrument) at 

the conclusion of the program to confirm that 

mentoring activities occurred in the meetings. The 

data showed partial support for a significant 

difference in professional identity ï a component of 

professional growth - for those in the mentoring 

group. Specifically, there was a significant statistical 

difference in professional identity (p<.017) for those 

in mentoring groups in the areas of ósense of callingô 

and óprofessional association committees.ô The 

research showed that activities that develop personal 

growth have a significant effect on developing 

professional identity. Additionally, activities that 

develop professional growth have a significant effect 

on professional identity but inversely. Ritchie and 

Genoni recommended that the personal and 

professional growth model developed by Kram and 

Isabella (1985) that much of the group mentoring 

research was based on was too restrictive. They 

recommended that there are three aspects of learning 

and development: (a) career development (job skills), 

(b) psychosocial development (personal skills), and 

(c) professional socialization development (a 

combination of the first two that assists people to 

socially fit into their organization). 

However, as research continued this was not the only 

recommended change to the PGM model. Angelique, 

Kyle, and Taylor (2002) developed a new way of 

thinking about PGM through their work with a 

mentoring group at Penn State Universityôs Capital 

College. There, a total population of 10-15 faculty 

members, predominantly white male between the 

ages of 35-55 with multidisciplinary degrees, met 

twice a month in a PGM relationship. Meetings 

typically consisted of 4-6 participants regularly 

attending from the total population of members. Each 

meeting was non-hierarchal and open to all new, 

untenured faculty. One meeting per month was social 

in nature and the other was discussion and job 

related. The case study presented by Angelique, et al. 

documented the results of this group. The group 

helped to ease the transition to post-graduate life, 

helped in understanding the political climate of the 

school, and supported participants personally and 

professionally. However, based on the experience of 

the group, Angelique, et al. recommended that PGM 

evolve past simply peer mentoring and become what 

they termed ómusing.ô Where much group mentoring 

research up to this point sought to identify how to 

assimilate new workers into an organization, musing 

groups encouraged evolving participants into agents 

of change within the organization. This effectively 

meant that the organization would not shape 

participants but that the participants would shape the 

organization. 

Following a more traditional route, Pololi, Knight, 

and Dunn (2004) hypothesized that PGM could 

facilitate scholarly writing in academic medicine. To 

test this, Pololi, et al. gathered 18 assistant professors 
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from a single medical school, 16 of whom held MDs 

and the other two PhDs. They provided them with a 

3-day introduction of the goals and expectations of 

the program. Then the group held one meeting each 

month for six months for 9 hours per day. Sessions 

focused on values, career planning and advancement, 

knowledge, and skills. At least 75 minutes per 

session was devoted to scholarly writing by a 

facilitator who was a physician in medical writing. 

After each session written responses were collected 

that reflected on the experience of the session. At the 

conclusion of the period, each participant reported 

the number and type of manuscripts submitted and 

accepted. Interviews were given and taped. The 

researchers performed qualitative analysis including 

data reduction, data display, conclusion drawing and 

verification on all collected data. The data suggested 

several goals had been met: (a) barriers to academic 

writing were identified and minimized, (b) 

knowledge and skills for academic writing were 

increased, (c) developed individuated writing 

strategies, (d) fostered positive attitudes about 

writing, and (e) peer collaboration and feedback 

contributed to better writing (p. 65-67). Pololi, et al. 

recommended to situate future studies in a broader 

context to increase generalizability. Pololi and Knight 

(2006) would later use this same research to develop 

a model mentoring program in academic medicine for 

the US Department of Health and Human Services. 

Level and Mach (2005) provided a case history of 

PGM in a tenured library faculty environment. Three 

tenure track library faculty initiated a mentoring 

group that met for 2 hours monthly for informal 

mentoring. Additionally, they set up a listserv and 

website to assist with their PGM. There was no 

formal evaluation and no research analysis done. The 

researchers collected remarks from participants. The 

value of this material rests in the positive experience 

of OTOM and PGM existing in the same 

organization. Though certainly research needs to be 

obtained to support this material, if accurate, it 

suggests that organizations are not in an either/or 

dilemma of deciding between OTOM and PGM or 

other group mentoring options. 

The dissertation work of Haynes (2005) also 

contributed to an understanding of PGM. In this 

research, Haynes questioned how women form 

support systems within a small college environment 

and, more specifically, whether mentoring networks 

would suffice for that support system. Of the 53 

women she asked to participate, 31 responded and the 

she selected 20 based on critical incident and 

demographic surveys. In addition to these surveys, 

Haynes interviewed the women and had them 

participate in focus groups. She performed a 

qualitative analysis for construct validity and 

triangulated reliability. The results of the research 

suggested that women needed support systems 

flexible enough to allow them to seek the types and 

places of support that they desired. Formal relations 

(such as OTOM) were not desired or effective. 

Depending on the issues at hand and the time of life, 

the women sought different sources of support at 

different times. Ultimately, Haynes stated that one of 

the strongest responses was that the women needed 

opportunity to meet others and build relationships. 

Also attempting to understand the impact of PGM for 

women, McCormack and West (2006) collected data 

from female university faculty at the University of 

Canberra, Australia from 1999-2003. In that period, 

there were 122 women involved (103 participants and 

19 facilitators). Groups of 8-10 women formed across 

staff levels. Two women from each group facilitated. 

Each woman had to develop a personal and 

professional development plan. There was a 1-day 

workshop and 2 day retreat to give assistance in this. 

Additionally, the PGM met every other week for 3 

hours. There was an additional workshop at 6 months 

and a year-end celebration. Researchers collected 

data through questionnaires, focus groups, and 

interviews. McCormack and West analyzed all data 

qualitatively with content analysis and mapped the 

self-reported experiences against program goals. The 

interviews attempted to examine whether the career 

competencies of knowing ówhyô, knowing óhow,ô and 

knowing ówhoô contributed to their professional 

growth (de Janasz & Sullivan, 2004). The PGM met 

program goals in a number of areas: (a) 

interconnectedness enhanced outcomes, (b) mentees 

perceived multiple mentors as a key to success, and 

(c) using a career competency matrix facilitated 

evaluation of a mentoring program (p. 426-427).  

PGM research was also international for the study by 

Barboza and Berreto (2006). They hypothesized that 

PGM was the facilitating mechanism for learning to 

develop both intra- and inter-groups. The study 

represented the largest group mentoring study to date 

with 2,143 participants covering 91 urban and rural 

areas in Chiapas, Mexico who were part of a micro-

loan program. In this program, groups of peers met 

together and determined a product that the individual 

peers could produce and sell. The group took on the 

responsibility for repayment of the loan necessary to 

purchase materials for the product. This created an 

intense peer pressure to choose a product that could 

be sold. Data was from AlSolôs official transaction 

records of weekly payments from July 1999 up to the 

week of July 2, 2001. The researchers cross-
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referenced twenty variables with four models of 

groups with p values provided for all of the 57 

relevant correlations. In summarizing the research, 

the authors stated, ñlearning by association through 

peer mentoring is at the core of the micro credit 

success.ò Additionally, their research showed that 

successful PGM groups had corollary positive effect 

on other groups that they came in association with.  

For the study by Hadjioannou, Shelton, and 

Dhanarattigannon (2007), PGM returned to the 

educational field. They studied a mentoring group 

that formed within a doctoral program at a small 

university. The group consisted of four graduate 

students and a professor though the professor was not 

always present and the group functioned more as a 

peer group with some professorial input. Meetings 

were self-regulated and at the end of the PGM, 

written reflections were gathered. The researchers 

gave no information on the data analysis. Based on 

the feedback, the PGM encouraged instructional 

support, participation in the academic community, 

participation in an academic discourse, dealt with 

practical aspects of being a graduate student, 

improved writing, and fostered emotional support. To 

the researchers, this result seemed consistent with 

other similar studies that reported data analysis 

validity and reliability. 

The research of PGM consistently supported the 

hypothesis of the researchers. In general, they sought 

to identify whether PGM had personal and 

professional growth benefits for participants. In 

summary, the primary benefit of PGM is in its 

broader network of collaborative input into personal 

and professional needs. However, researchers also 

realized that groups could easily get off track if there 

was not proper facilitation or dominating 

personalities.   

One-to-Many Group Mentoring  

Shortly after Dansky (1996) planted the seeds of 

PGM research, Burke (1997) was bringing the field 

of group mentoring in a different direction. For his 

dissertation work, he hypothesized that sociomoral 

reasoning development can be enhanced using group 

mentoring. His population consisted of 257 6
th

 grade 

and 271 8
th

 grade students in a medium sized New 

England community school. Twenty-seven (22 

female, 5 male) to 31 (27 female, 4 male) university 

students served as mentors. The mentors trained in 

sociomoral reasoning and took the Defining Issues 

Test before and after training to assess changes in 

their moral reasoning. After this, mentors met 3 days 

per week with 3-4 students each for discussion and 

Life Skills education. At the end of the period, all 

students took The Sociomoral Reflection Measure, 

The Interpersonal Reactivity Index, The Self-

Perception Profile for Children, The Teacher-Child 

Rating Scale, and The Child Rating Scale ï all of 

which are valid and reliable instruments. The results 

were not supportive of the hypothesis, as the data did 

not show superior gains over control groups though 

other populations have found a OTOM process to be 

effective. Reasons that Burke gave included possible 

environmental issues or different developmental 

stages from past research. 

Similarly, Challis, Mathers, Howe, and Field (1997) 

were also pursuing new opportunities in OTMM. 

They evaluated the ñefficiency (effort expended) and 

effectiveness (distance travelled) of a model of 

continuing professional development for general 

practitioners through individual portfolio-based 

learningò (p. 22) in OTMM. The research took place 

at the General Practice Continuing Medical 

Education Tutors in the Department of General 

Practice at Sheffield University in 1994. Thirty-four 

volunteers divided into two cohorts. One cohort 

participated in portfolio-based OTMM and the 

second took a normal post-graduate education route. 

During the course of six months, three meetings took 

place. The first meeting reviewed the format of the 

program and the consideration of developing 

educational plans. At the second meeting, each 

member shared with the rest of the group the learning 

plan they had developed. In the third meeting, 

members identified and articulated learning that had 

taken place over the six-month period. The 

researchers performed interviews of randomly 

selected participants from both cohorts at the period 

mid-point. Once the period was completed, Challis, 

et al. surveyed all participants on how they 

considered learning needs and objectives had been 

met, the amount of time involved, and the 

involvement of other members. They then transcribed 

all this material as necessary and qualitatively 

analyzed it using grounded theory. The analysis of 

the data revealed that although general practitioners 

are normally tentative in sharing gaps in their 

knowledge, the OTMM format allowed them to be 

more relaxed about this and collaborate with each 

other. The mentors indicated that eventually, this 

turned into a structure more like PGM than MTOM 

since the mentor could share their own learning needs 

with the group.  

Another literature review item for OTMM did not 

surface for another 10 years. The research by Gareis 

and Nussbaum-Beach (2007) theorized that online 

mentoring is as effective as face-to-face in both 
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personal and professional outcomes. To prove this, 

they identified 13 novice teachers from 

interdisciplinary backgrounds from Virginia, Florida, 

and Arizona (10 female, 3 male, all Caucasian) who 

received a $25 honorarium for their participation. 

Eleven veteran teachers with interdisciplinary 

backgrounds from Alabama, California, Florida, 

Michigan, Missouri, North Carolina, and Virginia 

served as mentors. The teaching experience of the 

veterans ranged from 5-31 years with an average of 

20 years. The program lasted for 1 year. During this 

time, an online mentoring community was 

established where the mentees could present 

information to the mentors and the mentors would 

post material that would be relevant to the mentees. 

Garies and Nussbaum-Beach tracked who was 

communicating with whom, why they were 

communicating, and what they were communicating. 

The content was analyzed qualitatively with a coder 

reliability of .87 or greater. The data showed that 

participants communicated in a networked fashion 

rather than in a linear fashion. Additionally, mentors 

provided the primary function of communication 

since they were the primary posters. The function of 

why they were communicating consisted of 

modeling, questioning, prompting, and reflecting 

material. Finally, the content primarily related to 

professional competencies. Gareis and Nussbaum-

Beach recommended further research that would 

compare this online material with face-to-face 

mentoring to see if there is comparable content and 

outcomes. 

Kavanagh and Crosthwaite (2007), on the other hand, 

attempted to apply OTMM to students. They 

hypothesized that OTMM could strengthen technical 

knowledge, time management, and team participation 

skills in chemical engineering students. In 2004, the 

researchers assigned 4-6 students to chemical 

engineering faculty creating five mentoring teams. 

Each team had several meetings (usually three) 

throughout the semester that lasted for 30-60 

minutes. In addition to this, there were weekly 

tutorials and workshops designed for cooperative 

learning. Prior to a mentoring meeting, each 

participant submitted a document reflecting on and 

evaluating his or her personal educational 

performance between meetings. During the meeting, 

mentors would initiate discussions regarding team 

dynamics. After the period, Kavanagh and 

Crosthwaite surveyed all the students. Additionally, 

they interviewed two of the groups due to their strong 

cohesiveness and dynamic. An outcome of the 

research was the identification of various roles for the 

OTMM mentor. Kavanagh and Crosthwaite 

identified these roles as mother, devilôs advocate, 

expert witness, and polymorph (p. 73). Since the 

researchers provided no validity, reliability, or 

analysis information in the article, whether these 

roles are generalizable is unfortunately unknown. 

Another example of OTMM research is by Yeh, 

Ching, Okubo, and Luthar (2007). They hypothesized 

that PGM would dramatically increase social 

connectedness in high school age Chinese 

immigrants. Yeh, et al. analyzed the PGM developed 

with four high school students who acted as peer 

mentors for 23 other students (13 females and 10 

males) in a New York City school. The mean age was 

18 with a range from 17-20. The mentees were living 

in the US an average of 4.2 months and all were 

immigrants from mainland China. The researchers 

assigned each mentor 5-6 students based on linguistic 

and cultural match. Three graduate students pursing 

degrees in counseling psychology trained the 

mentors. Additionally, the mentors received course 

credit and a small stipend. The OTMM met for one 

semester once per week after school. Additionally, 

the mentors met individually with each mentee once 

per week. Group activities, exercises, and monthly 

social events were included during the semester to 

build relationships and build support. At the 

beginning and end of the period, all mentees took the 

Academic, College, Career Help-Seeking Scale, and 

the Social Connectedness Scale, the Inventory of 

Parent and Peer Attachment (Trust and Need for 

Closeness modules). Yeh, et al. had each of these 

scales translated into Chinese following rigorous 

translation procedures. Paired samples t-tests 

compared mean differences between pre- and post-

test scores. Data analysis showed that the mentees 

had significantly higher peer attachment trust scores 

at post-test (M=3.38, SD=.58) than at pre-test 

(M=3.17, SD=.60), p<.01. Additionally, mentees had 

significantly higher need for closeness scores at post-

test (M=2.57, SD=.73) than at pre-test (M=3.37, 

SD=.61), p<.01. Other scores did not change 

significantly between pre- and post-test. Though the 

results did not support the significant differences in 

social connectedness that Yeh, et al. sought, it did 

underscore the advantage of peer attachment and 

need for closeness in the transition from one culture 

to another. 

Another research study of the OTMM model in the 

education field was Darwin and Palmerôs (2009) 

research. They theorized that a OTMM model could 

be more effective than other mentoring models in the 

population of university faculty. In 2006, they studied 

three groups of 6-8 participants (20 total 

participants). The participants represented both 

experienced and new faculty at the University of 
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Adelaide, Australia. Over a six-month period, the 

groups met eight times for two hours each with a 

mentor who gave advice, social support and shared 

information about the organization. One group 

stopped meeting before the end of the period. Darwin 

and Palmer gave a survey to all participants at the 

beginning and end of the period. In addition, they 

conducted focus groups with nine participants to 

explore issues from the survey. Responses suggested 

that the program was a good one but that time 

constraints would keep the participants from using it 

again in the future. Participants indicated concerns 

regarding the compatibility of personalities, lack of 

motivational material, no defined theme, and 

discomfort with the collaborative environment. 

Darwin and Palmer provided no data analysis or 

statistical significance information so generalizability 

of results is uncertain. 

The research in OTMM has left more questions than 

it has answered. Three of the six studies were unable 

to support their hypothesis. Two additional studies 

gave no data analysis, reliability, or validity 

information, making the generalizability of the 

research uncertain. The one study that did provide 

data analysis and reliability was uncertain as to how 

its research compared with other forms of mentoring. 

In all, although it would seem as though OTMM 

would overcome some of the barriers inherent in 

PGM, the research that has been done to date cannot 
give any indication of whether that is accurate or not. 

Many-to-One Group Mentoring 

Still another direction pursued in the group mentoring 

research was the study of MTOM. The first article 

that appeared in the literature search was from 

Packard, Walsh, and Seidenberg (2004). Packard, et 

al. theorized that the best mentoring environment for 

college women would be through MTOM. They 

studied the mentoring of 261 college women from a 

liberal arts womenôs college in the northeast U.S. 

(146 first year students, 115 fourth year students). 

The researchers selected participants based on age 

(falling within the typical ages for first and fourth 

year students) and the presence of former mentoring 

experiences. They collected data using an online 

Likert-type scaled survey. If participants did not 

respond to the online survey, Packard, et al. sent a 

reminder five days prior to the close of the period. 

Packard, et al. reported reliability for each of the 

various sections of the survey (between p<.05 to 

p<.0001). The results of the research were not exactly 

what Packard, et al. anticipated. They found that first 

year female students preferred OTOM but that fourth 

year students preferred MTOM. They suggested that 

the unexpected difference could be to developmental 
differences between the two age groups. 

The research of Souto-Manning & Dice (2007) was 

also in the education field. They hypothesized that 

MTOM would decrease the attrition rate of inner city 

teachers of color. In that study, two university faculty 

experienced in inner-city teaching used collaborative 

action research as a mentoring model for a first-grade 

Latina teacher as she transitioned into an inner-city 

teaching environment. A school-assigned mentor 

proficient in primary grade education joined the 

group at times. During the first semester, this group 

met regularly and the Latina teacher documented her 

experience through a journal. In the second semester, 

other new teachers joined the group as they noted the 

Latina teacherôs enthusiasm. The data from the 

journal and post-mentoring interviews were analyzed 

qualitatively using content analysis. The MTOM 

experience was of great encouragement to the teacher 

and professionally satisfying to the university faculty. 

All involved became learners moving beyond the 

power hierarchies that they came to the MTOM with. 

Other researchers would need to develop similar 

research on a much larger scale to determine its 

generalizability. 

Though little research exists for MTOM, these two 

studies suggest that there are great opportunities for 

future research in multi-tiered mentor structures that 

allow for bi-directional collaboration to occur. 

Many-to-Many Group Mentoring  

Before providing the review of literature for MTMM, 

it might be helpful to define the difference between 

MTMM and PGM since the two may seem 

synonymous. This work identified MTMM when two 

or more people within the mentoring relationship 

were clearly distinguished in a mentoring role. For 

PGM, then, the role of mentor shifts within the 

group. For MTMM, on the other hand, the group has 

identified the role of mentor for the life of the group 

with two or more people within the group.   

Allen, Russell, & Maetzke (1997) hypothesized that 

mentee satisfaction with a current MTMM would 

result in a greater likelihood of that mentee becoming 

a mentor in the future. Allen studied 68 full time, 1
st
 

year MBA students from a large southeastern 

university. Each group consisted of 4-5 of the 1
st
 year 

students randomly coupled with two to three 2
nd

 year 

MBA students from the same school. The groups met 

for an eight-month period after which Likert-type 

surveys were distributed with a 92% response. 

Tolerance for all factors, except age and full time 

work experience, which ranged from .37 to .93, fell 



 

 

 

Northeastern Association of Business, Economics, and Technology Proceedings 2010 68 

within standards. All of the patterns had statistically 

significant values ranging from .65 to .94 (p<.05) (p. 

496). The results showed that the degree of personal 

and professional development within the mentoring 

relationship was related to satisfaction of that 

relationship. Allen, et al. also showed that 

satisfaction was not dependent on the amount of time 

spent but the quality of the time spent. The research 

showed that a beneficial mentoring relationship was 

positively related to willingness to mentor in the 

future. Finally, their research showed that female 

students were more willing than male students were 

to mentor in the future. Allen, et al. suggested that 

this last point might have been due to a difference in 

anticipated rewards of mentoring others. 

The next example of MTMM surfaced in the 

literature search in the study of Levine, Hebert, and 

Wright (2003). They hypothesized that MTMM 

would provide experience for medical fellows to 

learn and practice skills related to effective mentoring 

while also assisting residents to overcome barriers to 

mentoring such as available mentors, time 

constraints, and limited mentor skills. At the same 

time, the researchers expected that MTMM would 

provide mentees with multiple approaches, 

viewpoints, and teaching values. The study consisted 

of combining two General Internal Medicine fellows 

and a faculty member with two residents. The group 

met for 18 months with the residents meeting with 

both the team and with individual mentors from the 

team. The mentors also met together to debrief and 

discuss improvement in the mentees. Levine, et al. 

conducted a qualitative analysis of experiential 

feedback, assessment of goal completion, and 

benefits and/or hindrances to professional growth. 

The data suggested that mentors were able to use 

MTMM as a means of ótraining in action.ô 

Additionally, the mentees felt significantly more 
supported in their scholarly work. 

Another example of MTMM used in the medical 

field is the research of Chandler (2005). She 

hypothesized that MTMM could be used to develop 

leadership behaviors critical in the nursing field. The 

study combined an instructor in a school of nursing, a 

graduate teaching assistant, 20 sophomore teaching 

assistants, and 240 freshmen. The twenty sophomore 

teaching assistants mentored six to ten freshmen. The 

graduate teaching assistant and faculty instructor in 

turn mentored the sophomores. The primary topic of 

the mentoring was the development of curriculum for 

the freshman class. Chandler gave the sophomore 

teaching assistants a Conditions for Work 

Effectiveness Questionnaire before and after the 

period. Additionally, Chandler interviewed the 

graduate teaching assistant and she transcribed the 

interview for qualitative analysis. The article does not 

specify the type of qualitative analysis. For the 

sophomores, the perception of support and 

relationship scores went from the lowest choices 

possible to the highest choice. Additionally, a waiting 

list after the program to become a sophomore 

teaching assistant seemed to demonstrate to the 

researcher that personal and professional growth had 

occurred. Chandler recommended that future study 

measure long term results adding RNs into the 

mixture of students. This, she suggested, could lead 
to other disciplines on campus using this same model. 

Friedman & Wallace (2006) used a case study 

method to identify the impact of collaboration 

between English, education, and high school faculty. 

In Year 1, six education and English participants and 

three high school faculty met bi-weekly to share, 

read, and discuss topics relevant to their field. In 

Year 2, the education and English participants 

worked with each individual faculty to observe and 

mentor a student teacher. Finally, in Year 3, the 

group repeated a similar structure as Year 1. The 

researchers collected from participants recorded 

discussions, field notes, interviews, and reflective 

essays and then qualitatively analyzed the material 

using content and text/talk analysis. One of the 

primary outcomes of this study was that all 

participants of the mentoring relationship had 

identifiable gains through the relationship. For 

instance, the pre-service teachers had a better 

understanding of the environment they were entering 

through interaction with school faculty and 

administration. Additionally, the school faculty more 

quickly embraced the new teacher. Furthermore, the 

university faculty readjusted their curriculum to 

better prepare future students. 

The last example from the literature on group 

mentoring ï and specifically MTMM ï is the 

research of Saarnivaara and Sarja (2007). They 

hypothesized that dialogic (encouraging exploration, 

experimentation, and risk taking) mentoring would 

assist in students transitioning into their field of 

study. To test this, Saarnivaara and Sarja studied five 

in-service groups of comprehensive schoolteachers 

from different schools. Groups were made of 1-3 

experienced teachers and 2-5 new teachers. The 

mentoring group would elaborate on different action 

models that were available to the new teachers so that 

they could meet predefined goals. The experienced 

teachers act as mentors but in a non-hierarchal 

manner. The researchers recorded some of the 

meetings. After the period, Saarnivaara and Sarja 

interviewed the new teachers and mentors. They then 
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analyzed all data from a perspective of organizational 

discourse. From their observations, they suggested 

that dialogic mentoring in a MTMM model allowed 

for contradictions and difficulties to be raised which 

refocused the meetings on emotional engagement 

with the vulnerability that this refocus created. This 

format also allowed new teachers to modify their 

perspective of their organization with the support of 

the mentor. The data also suggested that MTMM 

assisted in developing collective engagement that the 
mentees identified as necessary for teachers to have. 

The MTMM model has had positive results similar to 

the results of PGM including a broader network of 

collaborative input into the menteesô personal and 

professional needs. However, in MTMM, the 

researched weakness of PGM ï the lack of a more 

experienced individual to guide the growth ï is 

mitigated as multiple mentors are recognized to fill 

this role. 

DISCUSSION AND FURTHER RESEARCH 

Of the four mentoring types distinguished in the 

literature, it would seem as though MTMM has the 

most promise for future research. PGM has been the 

most researched (55% of research articles in this 

work) of the four models. It has identified both 

personal and professional growth benefits to 

participants. Perhaps its greatest contribution is the 

collaborative input that it provides for mentees. 

However, one of its greatest obstacles remains the 

opportunity for PGM to get sidetracked ï either 

becoming something less than mentoring like a 

support group or losing direction through poor 

facilitation skills or dominant personalities. The 

research of OTMM has been either less than reliable 

or inconclusive as to the benefits and outcomes of 

this model of mentoring. MTOM has shown possible 

benefits but it is difficult to generalize given that only 

two studies surfaced for this model. However, 

MTMM has shown that it produces similar benefits 

to PGM without losing its focus because of dedicated 

and recognized mentor roles inherent in the model. 

Future research should seek to study further this 

model of mentoring in studies that are more 
generalizable.  

When considering the demography of the studies and 

specifically gender, a vast majority of the studies 

have been mixed (79% of the research articles). 

Female populations have made up the other 21% of 

articles. Though the research seems to conclude that 

communal activity for women has positive effects 

both personally and professionally, researchers have 

not identified what benefits ï if any - communal 

activity through group mentoring might gain for men. 

This represents a tremendous gap in the research that 
needs to be bridged. 

Another significant gap is revealed when examining 

the field of studies that have been researched in group 

mentoring. The educational (defined as research with 

populations made up of either students and/or 

teaching faculty), medical, and library fields 

represent 86% of the research articles (52%, 24%, 

and 10% respectively). Other research studied a 

manufacturing population and a micro-loan 

population. These populations could represent the 

business field (though social services may be a better 

field to identify the micro-loan population with). 

However, these two studies represent only 7% of the 

total research done. Excluding the educational field, 

more theoretical articles have been written than all 

the rest of the research fields in group mentoring. 

Future research should bridge this gap by identifying 

the benefits and barriers to group mentoring in other 
fields of study.   

Additionally, a review of the analysis types used for 

data reveals a strong proclivity for qualitative 

analysis (48% of the research articles). Although a 

valid form of analyzing data, a more balanced use of 

qualitative research would provide a broader 

understanding to the models of group mentoring. 

Finally, the researchers of group mentoring cannot 

ignore the lone critique of Bozeman and Feeney 

(2007). Not only must the field of mentoring come to 

a better definition of what mentoring entails but also 

it must then distinguish it between other similar types 

of learning opportunities such as training and small 

groups.  

As one reads the articles on group mentoring, there 

seems to be little doubt that opportunities to enhance 

the field of mentoring exist by using group 

mentoring. However, there exist significant gaps in 

the understanding of the benefits and barriers to 

mentoring. Further research as recommended will 

assist in developing this tool so that its use is as 
effective as possible.     

REFERENCES 

Adler, R., Martin, A., Park, C., Rey, J., & Tan, S. 

(2007). Mentoring young researchers: Can the 

Donald J. Cohen Fellowships model be applicable 

and useful to Australasian psychiatry?. Australasian 
Psychiatry, 15(3), 232-236. 

Allen, T. D., Russell, J. E., & Maetzke, S. B. (1997). 

Factors related to prot®g®sô satisfaction and 

willingness to mentor others. Group & Organization 
Studies, 22(4), 488-507. 



 

 

 

Northeastern Association of Business, Economics, and Technology Proceedings 2010 70 

Ambrose, L. (2003). Multiple mentoring: Discover 

alternatives to a one-on-one learning relationship. 

Healthcare Executive, 18(4), 58-59. 

Angelique, H., Kyle, K., & Taylor, E. (2002). 

Mentors and muses: New strategies for academic 

success. Innovative Higher Education, 26(3), 195-

209. 

Barboza, G. A. & Barreto, H. (2006). Learning by 

association: Micro credit in Chiapas, Mexico. 
Contemporary Economic Policy, 24(2), 316-331. 

Bozeman, B. & Feeney, M. K. (2007). Toward a 

useful theory of mentoring: A conceptual analysis 

and critique. Administration & Society, 39(6), 719-
739. 

Brown, T. M. (2005). Mentorship and the female 

college president [Electronic Version]. Sex Roles, 
52(9/10), 659-666. 

Burgstahler, S. & Crawford, L. (2007). Managing an 

e-mentoring community to support students with 

disabilities: A case study. AACE Journal, 15(2), 97-
114. 

Burke, J. D. (1997). The effects of a school-based 

sociomoral mentoring program on preadolescentsô 

cognitive, emotional, and behavioral development. 

Dissertation Abstracts International, 59(01), 411B. 
(UMI No. 9821895) 

Caldwell, J., Dodd, K., & Wilkes, C. (2008). 

Developing a team mentoring model. Nursing 
Standard, 23(7), 35-39. 

Challis, M., Mathers, N. J., Howe, A. C., & Field, N. 

J. (1997). Portfolio-based learning: Continuing 

medical education for general practitioners ï a mid-
point evaluation. Medical Education, 31, 22-26. 

Chandler, G. E. (2005). Growing nurse leaders: An 

undergraduate teaching assistant program. 

Educational Innovations, 44(12), 569-572. 

Clifford, V. (2003). Group mentoring: An alternative 

way of working. WISENET Journal, 62. Retrieved 

May 29, 2009 from http://www.wisenet-

australia/issue62/Group-Mentoring.htm 

Crocitto, M. M., Sullivan, S. E., & Carraher, S. M. 

(2005). Global mentoring as a means of career 

development and knowledge creation. Career 

Development International, 10(6/7), 522-587. 

Dansky, K. H. (1996). The effect of group mentoring 

on career outcomes. Group & Organization Studies, 
21(1), 5-21. 

Darwin, A. & Palmer, E. (2009). Mentoring circles in 

higher education. Higher Education Research & 

Development, 28(2), 125-136. 

de Janasz, S. C. & Sullivan, S. E. (2004). Multiple 

mentoring in academe: Developing the professorial 

network. Journal of Vocational Behavior, 64, 263-

283. 

Eby, L. T. (1997). Alternative forms of mentoring in 

changing organizational environments: A conceptual 

extension of the mentoring literature. Journal of 

Vocational Behavior, 51, 125-144. 

Ensher, E. A., Heun, C., & Blanchard, A. (2003). 

Online mentoring and computer-mediated 

communication: New directions in research. Journal 

of Vocational Behavior, 63, 264-288. 

Friedman, A. A. & Wallace, E. K. (2006). Crossing 

borders: Developing an innovative collaboration to 

improve the preparation of high school English 

teachers. Equity & Excellence in Education, 39, 15-
26. 

Gareis, C. & Nussbaum-Beach, S. (2008). 

Electronically mentoring to develop accomplished 

professional teachers. Journal of Personnel 
Evaluation in Education, 20(3-4), 227-246. 

Glass, N. & Walter, R. (2000). An experience of peer 

mentoring with student nurses: enhancement of 

personal and professional growth. Journal of Nursing 
Education, 39(4), 155-160. 

Hadjioannou, X., Shelton, N. R., Fu, D., & 

Dhanarattigannon, J. (2007). The road to a doctoral 

degree: Co-travelers through a perilous passage. 
College Student Journal, 41(1), 160-177. 

Haring, M. J. (1999). The case for a conceptual base 

for minority mentoring programs. Peabody Journal 

of Education, 74(2), 5-14. 

Haynes, P. A. (2005). Womenôs supportive 

relationships in a higher education setting. 

Dissertation Abstracts International, 66(5), 1593A. 

(UMI No. 3175693) 

Higgins, M. C. (2000). The more, the merrier? 

Multiple developmental relationships and work 

satisfaction. The Journal of Management 

Development, 19(3/4), 277-296. 

Higgins, M. C. & Kram, K. E. (2001). 

Reconceptualizing mentoring at work: A 

developmental network perspective. Academy of 

Management Review, 26(2), 264-288. 

http://www.wisenet-australia/issue62/Group-Mentoring.htm
http://www.wisenet-australia/issue62/Group-Mentoring.htm


 

 

 

Northeastern Association of Business, Economics, and Technology Proceedings 2010 71 

Holbeche, L. (1996). Peer mentoring: The challenges 

and opportunities. Career Development 

International, 1(7), 24-27. 

Jackson-Bowers, E., Henderson, J., & OôConnor, M. 

(2001). Evaluation of ALIA (SA) mentoring group 

1999: A grounded theory approach. The Australian 

Library Journal, 50(1), 23-32.  

Kavanagh, L. & Crosthwaite, C. (2007). Triple-

objective team mentoring: Achieving learning 

objectives with chemical engineering students. 

Education for Chemical Engineers, 2, 68-79. 

Kaye, B. & Jacobson, B. (1996). Reframing 
mentoring. Training & Development, 50(8), 44-47. 

Kaye, B. & Jacobson, B. (1995). Mentoring: A group 
guide. Training & Development, 49(4), 23-27. 

Kram, K. E. & Isabella, L. A. (1985). Mentoring 

alternatives: The role of peer relationships in career 

development. Academy of Management Journal, 
28(1), 110-132. 

Level, A. V. & Mach, M. (2005). Peer mentoring: 

One institutionôs approach to mentoring academic 
librarians. Library Management, 26(6/7), 301-310. 

Levine, R. B., Hebert, R. S., & Wright, S. M. (2003). 

The three-headed mentor: rethinking the classical 

construct. Medical Education, 37, 473-489. 

Limbert, C. A. (1995). Chrysalis, a peer mentoring 

group for faculty and staff. NWSA Journal, 7(2), 86-
99. 

McCormack, C. & West, D. (2006). Facilitated group 

mentoring develops key career competencies for 

university women: A case study. Mentoring & 
Tutoring, 14(4), 409-431. 

Mezias, J. M. & Scandura, T. A. (2005). A needs-

driven approach to expatriate adjustment and career 

development: A multiple mentoring perspective. 

Journal of International Business Studies, 36, 519-

538. 

Mitchell, H. J. (1999). Group mentoring: Does it 
work?. Mentoring & Tutoring, 7(2), 113-120. 

Mullen, C. A. (2000). Constructing co-mentoring 

partnerships: Walkways we must travel. Theory into 

Practice, 39(1), 4-11. 

Packard, B. W., Walsh, L., & Seidenberg, S. (2004). 

Will that be one mentor or two? A cross-sectional 

study of womenôs mentoring during college. 
Mentoring and Tutoring, 12(1), 71-85. 

Packard, B. W. (2003). Web-based mentoring: 

Challenging traditional models to increase womenôs 

access. Mentoring & Tutoring, 11(1), 53-65. 

Pololi, L. & Knight, S. (2005). Mentoring faculty in 

academic medicine: A new paradigm?. Journal of 
General Internal Medicine, 20(9), 866-870. 

Pololi, L., Knight, S., & Dunn, K. (2004). Facilitating 

scholarly writing in academic medicine. Journal of 
General Internal Medicine, 19(1), 64-68. 

Ritchie, A. & Genoni, P. (2002). Group mentoring 

and professionalism: A programme evaluation. 

Library Management, 23(1/2), 68-78. 

Russell, J. E. & Adams, D. M. (1997). The changing 

nature of mentoring in organizations: An introduction 

to the special issues on mentoring in organizations. 

Journal of Vocational Behavior, 51, 1-14. 

Saarnivaara, M. & Sarja, A. (2007). From university 

to working life: Mentoring as a pedagogical 

challenge. Journal of Workplace Learning, 19(1), 5-

16. 

Souto-Manning, M. & Dice, J. L. (2007). Reflective 

teaching in the early years: A case for mentoring 

diverse educators. Early Childhood Education 

Journal, 34(6), 425-430.  

Utsey, S. O., Howard, A., & Williams, O. (2003). 

Therapeutic group mentoring with African American 

male adolescents. Journal of Mental Health 

Counseling, 25(2), 126-139. 

Wasburn, M. H., Wasburn-Moses, L., & Blackman, 

J. (2008). The P-16 strategic collaboration model: A 

team mentoring approach. The Educational Forum, 

72, 32-44. 

Wasburn, M. H. & Crispo, A. W. (2006). Strategic 

collaboration: Developing a more effective mentoring 
model. Review of Business, 27(1), 18-25. 

Yeh, C. J., Ching, A. M., Okubo, Y., & Luthar, S. S. 

(2007). Development of a mentoring program for 

Chinese immigrant adolescentsô cultural adjustment. 
Adolescence, 42(168), 733-747. 

Russell L. Huizing is the Senior Pastor at Pleasantview Alliance Church in Saegertown, PA. He is currently a 

student in Regent Universityôs Ecclesial Leadership PhD program. His other research interests include leadership 

development, especially in ecclesial contexts, and the effect of spirituality and religiosity on non-ecclesial leadership 

theories. 



 

 

 

Northeastern Association of Business, Economics, and Technology Proceedings 2010 72 

EFFECTIVE DELIVERY OF ACCOUNTING COURSES UTILIZING ASYNCHRONOUS AND 

SYNCHRONOUS WEB BASED TOOLS IN ONLINE/HYBRID PEDAGOGIES  
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ABSTRACT 

Pedagogic delivery of accounting courses has steadily progressed from the traditional lecture/recitation format to the 

utilization of course management computer systems.  Within this metamorphosis, course management systems have 

continually matured, providing the instructor with a number of asynchronous/synchronous tools. These allow both 

live and archived approaches to course presentation. This paper will examine these approaches and discuss best 

practices, usage of previously recorded archives and course content, and links to professional organizations. 

Challenges for instructors including startup learning curves, and student resistance will be discussed. 

OVERVIEW AND DEFINITIONS OF 

LEARNIN G ENVIRONMENT  

All schools to some extent have been influenced by 

the steady rise of technology in the classroom. Higher 

education institutions have continually put capital 

resources into electronic classrooms, computer labs, 

and software systems to support the various 

pedagogical efforts of schools, tracks, programs 

(McIntosh, 2005). Some colleges and universities 

have offered full online degree programs; this is not 

only the University of Phoenix, Capella, Waldenôs of 

the world, but also the traditional bastions of higher 

education. Certainly, some of this is financially 

motivated, but a wide range of programs and 

professors have determined this activity is useful for 

everyone involved.  

The past ten years in higher education has seen a 

tremendous surge toward course management 

software, i.e., Blackboard (and its merger with 

Webct) and the open source Moodle application and 

additional supporting software such as Wimba, 

Camtasia, and many others, that provide exceptional 

functionality for the interface between instructors and 

students. 

There are various names given to this electronic 

learning environment. Virtual Learning Environment 

(VLE) was defined in higher education as a system 

that controlled all aspects of a course through a 

consistent user interface standard throughout the 

institution. Within this VLE concept, software 

systems known as Learning Management Systems 

(LMS) were developed for the delivery, tracking and 

management of education offerings. 

LMSs were defined as systems for managing 

educational records and distributing courses over the 

Internet and offering features for online 

collaboration. Finally, Learning Content 

Management Systems (LCMS) evolved as software 

for authoring, editing, and indexing e-learning 

content (courses, reusable content objects). In any 

hosting environment controlled by a higher education 

institution, a LCMS may be structured to produce and 

publish course content, or it can host the content 

itself. 

ENHANCING STUDENT LEARNING  

A group at Winona State University reviewed fifty 

years of research on the methods employed by 

instructors, i.e., the methods of instruction and the 

ways students learn.  Their objective was to identify 

practices, policies, and institutional conditions that 

result in powerful and enduring undergraduate 

education (Sorcinelli, 1991). They concluded the 

following seven principles related to good practice: 

1) encourages student ï instructor contact, 2) 

encourages cooperation among students, 3) 

encourages active learning, 4) gives prompt 

feedback, 5) emphasizes time on task, 6) 

communicates high expectations, and 7) respects 

diverse talents and ways of learning. 

Applying these practice principles along with online 

best practices delivered later in this paper should 

promote successful accounting courses in online and 

hybrid environments.  Additionally, using online 

tools with these practices can be utilized to augment 

the traditional classroom setting, providing additional 

tools for both the instructor and student. 

ACCOUNTING FOCUS  

This paper will focus on the impact of accounting 

program courses, both in delivery mechanics but also 

the use of supporting software from vendors, 

software companies, professional institutions, 

government, and publishers. These best practices are 

applicable to all levels of accounting education 

including: financial, managerial, intermediate, 

advanced, cost, auditing, AIS, taxes, 

fund/governmental, and ethics courses, at both the 

undergraduate and graduate levels. 
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The accounting programs have seen the development 

of increased media rich supporting products from the 

text book publishers. Each has a stable of Power 

Points, testing programs, instructor manuals, quizzes, 

tours of facilities, etc. Additional materials include 

McGraw Hillôs Connect and Wileyôs Wiley Plus 

online products, both of which offer for additional 

fees, the ability to conduct online homework 

assignments and/or quizzes.  The results from these 

supplements can report in many different structures 

including performance, AACSB assessment results, 

plus many other levels of functionality and reporting. 

These offerings are often referred to as Computer 

Aided Assessment tools. 

Certainly at our institution, we use both of the above 

plus others in supporting our Accounting program, 

and its assessments in meeting the various goals and 

objectives of our Balanced Scorecard initiatives, but 

also to support Middle States and AACSB 

accreditation efforts. 

Additionally, there has been an impressive rise in the 

development of University Alliance programs offered 

by the commercial ERP/accounting vendors. SAP, 

Oracle, Microsoft, NetSuite, and others have 

developed formal programs for the integration of 

these software systems into the heart of the 

accounting courses for real-life experiences with live 

software. Some of these are somewhat expensive to 

implement, while others are free to the colleges 

within certain guidelines.   

Still, there must be a ñProject Championò to 

diligently work to make implementing the technology 

learning tools a success. The ñProject Championò 

must learn the systems, proselytizing the benefits to 

attract other faculty, develop or modify databases and 

exercises, deal with updates and enhancements, and 

file reports. Access to all of these can be integrated 

with Blackboard. Examples and procedural 

approaches can be created in Wimba archive form to 

assist students in access and mastering fundamental 

aspects of the accounting programs. Some faculty 

also use social media software, such as YouTube to 

create instructional approaches to access via websites 

and materials, or simply for accounting blogs. 

IMPLEMENTING ASYNCHRONOUS & 

SYNCHRONOUS ACCOUNTING COURSE 

MANAGEMENT  

Startup leaning curves 

Accounting faculty members have obvious 

requirements to be excellent instructors, develop 

research skills, have papers accepted for publications, 

perform presentations at conferences, and conduct 

public/institutional service. In addition to these 

requirements, the last ten years has generally also 

seen an increasing need for acquiring and developing 

online instructional skills to deliver courses in an 

online or hybrid mode and do so effectively 

(Zabriskie & McNabb, 2007).  

Definitionally, online courses are those that are 

delivered via distance education parameters and all 

activity occurs online, often using some type of 

course management software. Hybrid courses are 

those that mix online and traditional approaches. For 

example, a hybrid course may meet one day per week 

for a lecture or classroom problem solving experience 

and all other meeting activities occur online, 

including testing, discussions, exercises.   

Accounting faculty members are presented with the 

challenge of not only delivering their courses in a 

very foreign manner, but also encountering a 

sometimes steep startup learning curve in using these 

software delivery systems. Certainly there are some 

fears and trepidations of looking less than expert in 

front of classes, whose members may likely possess 

better computer and Internet skills than the instructor. 

So it is essential that higher education institutions 

provide training, in various levels, as well as live 

support to help both the instructor and the students in 

this area (Geary, Kutcher, Porco, 2010). It could 

easily take 40 hours of instruction and preparatory 

work on the part of the instructor simply to take on 

the challenge of presenting an online/hybrid course. 

Publishers have been helpful in this area through the 

offering of pre-developed course content for 

Blackboard that can be easily downloaded and 

installed on the collegeôs system. The courses are 

feature rich and significantly reduce development 

time. But in many instances, the faculty member may 

find that a course does not exist, and many hours of 

development are necessary to create a viable product. 

That product will also be subject to continual 

modifications for errors, revisions to principles and 

standards, and enhancements (Grandzol, 2004).  

Instructors brave enough to take on the role of an 

online instructor in a synchronous environment face 

even greater challenges. Online classes pose a threat 

to untenured faculty, since they often do not receive 

the same evaluation grade levels as the traditional 

classes. They must not only master a new technology 

for dealing with students in a live setting, where they 

really cannot see them or what they might be doing, 

in addition to effectively delivering the course 

materials. The blackboard of the traditional 
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classroom may not exist, but tools within the course 

management systems can easily facsimile the tools 

necessary, such as virtual whiteboards, examples in 

Excel, PowerPoint slides, and virtual ñhands-upò 

tools.  

Synchronous vs. asynchronous delivery 

At first glance, synchronous and asynchronous are 

intimidating and possibly unknown words to the 

instructor. Asynchronous is the way most of us 

interface with a computer system. One participant 

enters material/data/email, and waits for a response. 

That response could be quick or delayed, depending 

on availability of the recipient. In synchronous 

activity, both parties are online and can respond to 

each other immediately, emulating very closely a 

ñface-to-faceò environment. 

Each approach has its advantages and deficiencies, 

challenges and benefits. An instructor really has no 

idea if one or the other approaches will work until 

experiencing some instruction and live operation of 

course management systems under both approaches.  

Instructors must evaluate what type of courses and 

course content can successfully be conveyed using 

these methods.   

Wimba 

Wimba is one of a number of software applications 

solutions for collaborative learning and services to 

the education industry. Effectively, this is a web 

conferencing tool adopted to facilitate distance 

education delivery. These products extend past the 

use of web conferencing technology and provide 

solutions that improve and enhance the student 

learning experience, improve student engagement, 

and support business priorities in a timely and cost 

efficient manner. Each can provide multiple 

approaches, for example, does the instructor desire to 

be seen during the class by all students utilizing a 

web cam?   

One benefit of using Wimba and similar products is 

that they are generally focused exclusively on 

education. The products and services are used by 

teachers, students, and administrators at schools and 

universities globally. Realistically, these products 

provide students, teachers, and administrators a 

comprehensive live collaboration environment.  This 

environment can be utilized for dynamic instruction, 

efficient meetings, and effective delivery of academic 

and administrative help. Certainly accounting 

program faculty meetings can be conducted on line 

using this product without the need for onsite 

meeting coordination.

Technology tools needed  

Teaching an online/hybrid course using a course 

management program similar to Blackboard and a 

conferencing tool comparable to Wimba requires that 

the instructor have a number of technology tools 

available for effective presentations. Some of these 

are software while others are hardware. It is highly 

recommended that both the students and the 

instructor access these online resources from a 

broadband Internet connection, unfortunately most of 

the tools are bandwidth intensive and a dial-up 

connection would be insufficient. 

In terms of workstation hardware, a relatively new 

computer with at least 4 GB of memory is a good 

starting point. More memory, both RAM and 

permanent storage, i.e., hard disk capacity is always a 

positive for performance. Additionally, acquiring the 

newer versions of Windows operating system and 

Internet Explorer web browser with all appropriate 

updates and security patches should be a priority. The 

Microsoft Office productivity suite along with the 

proper conversion software for multiple versions of 

Word, Excel, PowerPoint, etc. will greatly enhance 

the experience. The use of Adobe Acrobat for the 

creation of PDF files is beneficial for sharing 

resources with your students who may not have 

access to the Microsoft Office applications. Avoid 

using clone Office systems they will be enough of a 

challenge when your students utilize them and forget 

to convert to the proper file formats. The choice of a 

laptop over a desktop offers the flexibility of being 

able to work virtually anywhere.   

A synchronous instructional setting is greatly 

enhanced when a student has the ability to see their 

instructor as he/her is lecturing from within Wimba. 

The acquisition of a webcam (both embedded in a 

laptop screen and independent units) and microphone 

are essential. Many laptops now come equipped with 

embedded webcams or a standalone unit may be 

used. An instructor has the option of using the 

embedded microphone in a laptop, however using a 

high quality USB headset with a connected 

microphone that can be adjusted is the optimal 

solution for the best audio quality. It is important to 

remember to turn up the volume as you speak or 

recordðstudents can always adjust the receiving 

volume on their end. Microphone position is also a 

consideration which is why we recommend that you 

avoid using microphones that are desk mounted. The 

sound quality is not the best, plus you must bend over 

to the microphone to do your speakingðthis can be 

an ergonomic nightmare, if you are also holding 

down the control key while speaking in Wimba. 
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Consider the purchase of Dragon Naturally Speaking 

or similar voice recognition software offerings to 

promote your productivity in responding to questions 

or discussion posts that are asynchronous. Dictating 

the answers and having a Word file created 

automatically greatly improves your productivity. 

Also, a screen casting product such as Camtasia will 

be very helpful when you wish to create videos of 

some aspect of the course. Camtasia allows for 

editing your presentations prior to releasing them to 

the class.  These can be embedded in Blackboard, 

Wimba or similar products and also social media 

sites such as YouTube. 

Student resistance and drawbacks 

As with any technology tool or environment, you 

need to anticipate that students will likely encounter 

some challenges and voice resistance with direct 

opposition or simply lack of participation. An 

immediate and known consequence of online courses 

is that the students never receive the face-to-face 

interactions with the instructor and other students. 

Courses that are offered online also present 

instructional obstacles that must be overcome in 

forming groups to complete assignments or study 

groups to master the material. Most non-verbal cues 

are lost in cyberspace when students cannot connect 

on a personal level with other students. 

Communication is easy; however the interpretations 

become more difficult.  

Student learning styles have been studied for more 

than three decades in an attempt to improve the 

instructional design of courses and better understand 

how students learn. Historically, four approaches to 

learning have been explored: (1) personality, (2) 

information processing, (3) social interaction, and (4) 

instructional preferences, as part of Kolbôs learning 

styles inventory (LSI) (McCarthy, 2010). These 

learning styles need to be considered in the 

development of accounting courses using online and 

hybrid delivery systems within a LCMS. 

The personality approach describes personality types 

or character traits existing in students. The 

experiential learning model promotes a process 

where effective learning occurs when the learner 

experiences the entire four cycles. Each student 

develops their learning style preference favoring one 

part of the cycle over the other, although styles are 

not in concrete and may change. Social interaction 

examines the behavior of students in the classroom. 

Fuhrmann and Jacobs developed a model that 

identifies students as dependent, collaborative, and 

independent. Instructional preferences concentrates 

on teaching methods and the learning environment 

(McCarthy, 2010). These four approaches need to be 

considered in the development of any online/hybrid 

accounting course. 

Accounting faculty members face a challenge when 

trying to integrate different learning styles into an 

online course. However it is possible to develop 

instructional design to accommodate all learning 

styles. ñExperiential learning, or active learning, 

interactive learning, or "learning by doing" has 

resulted in positive outcomesò (McCarthy, 2010). 

Most educational experts are in agreement that in 

situations where students take an active role in the 

learning process their learning is optimized (Smart & 

Csapo, 2007). Understanding experiential learning 

theory and linking these concepts to classroom 

practices will facilitate educators to promote learning 

utilizing better online classroom tools.  

Technology is always the ñ100 pound gorillaò in 

online environments. Student must face and 

overcome challenges related to computing 

equipment, communication equipment, power issues, 

firewall constraints, software issues both in 

functional usage and different versions, Internet 

comprehension issues, operator failures, and simply 

the challenges of using products like Blackboard and 

Wimba. Finally, the userôs learning curve in the 

various software packages and Internet environment 

is a factor. No one, including instructor or students, 

wants to look incompetent in front of the other course 

members, as they stumble through exercises and 

activities that others have presumably easily 

mastered. 

Similar to traditional classroom settings, the 

instructor must address lack of participation, 

whatever the reason, by students in the online class. 

Likewise, the instructor must be vigilant to control 

the inevitable 2-3 students who can dominate all 

discussions and problem-solving activities. 

Instructional delivery methods may need to be 

modified to promote greater student engagement to 

elicit participation from all members of the class. 

Encouragement and support needs to be distributed to 

reluctant members. Many students are quiet by nature 

or uncomfortable with the technology, e.g. Wimba, 

but they must be encouraged and assisted in 

overcoming mistakes and missteps and provide a 

meaningful contribution to the collective learning 

experiences.  

BEST PRACTICES 

In a series of articles summarized in a special report 

from the online Faculty Focus website, Dr. Lawrence 
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Ragan, the Director of Instructional Design and 

Development for Penn Stateôs World Campus, 

identified ten online teaching best practices to 

promote effective distance education delivery. As he 

indicates in his articles, the traditional delivery 

methods of our pedagogies have withstood the 

development and evolution over time, including 

syllabus, location of classroom, time frame for the 

course, etc. But in distance education, often these 

parameters are undeclared, not integrated with a 

mission statement or defined goals and objectives.   

Some faculty find themselves inventing and 

innovating for the first time, while others have 

progressed to a ñreinventionò of sorts and a constant 

evolution of the delivery method. One important 

aspect to consider is that by integrating best practices, 

the institution can eliminate uncertainties about 

responsibilities of the faculty member and the 

essential role, that faculty should play in the online 

course. Schools need to clearly define and 

communicate expectations related to online 

performance and behaviors of faculty. In the 

following paragraphs, we will attempt to relate these 

best practices to an accounting course and discuss 

possible strategies for effectiveness. It is important to 

recognize, that there have been many 

pronouncements of ñbest practicesò, and generally 

they convey the same issues. 

#1 Show up and teach 

Instructors often have a fear of online classes because 

they are concerned they are shackled to the course 

24/7 during the semester. It is a real concern! How 

much time should be devoted to the course, 

especially given that the Blackboard session can be 

kept live 24/7, and monitoring that course is a ñclick 

awayò? This can easily lead to frustration and burn 

out. Likewise there is faction of faculty and 

administration that thinks the course teaches itself, 

and the workload is primarily on the student to 

perform, read the chapter, answer the questions, 

participate in discussion posts, take exams, etc.  

Instructors must clearly define expectations to their 

students in terms of the frequency of class logins and 

set realistic thresholds for response times to online 

communication that is received. 

Accounting faculty members quickly realize that in 

traditional ñface-to-faceò course delivery, students 

have different motivational abilities and learn in 

different ways.  Accounting problems and 

solutions/strategies often need to be shown and 

explained in more detail than the textbooks portray. 

Problems/exercises often need to be explained in the 

context of the real world with examples. Certainly the 

various texts provide instructor manuals with 

solutions for all questions/exercises/problems/cases, 

but with little explanations and sometimes with 

inaccuracies. 

Utilizing Blackboard and Wimba for an accounting 

class, foundation level to advanced classes requires a 

reasonable amount of invested time prior to the start 

of the course.  For example, utilizing the Wimba 

archive capability, an instructor could create a series 

of Excel templates related to each chapter 

assignments in the syllabus. These can then be shown 

with recorded solutions and the strategies to 

accomplish the problem parts. A chapter with six 

assigned problems could be recorded in an hour or 

less with additional time for the Excel worksheet 

development. These can also be distributed to the 

students to work on while they listen/observe the 

archive demonstration. An alternative is to utilize an 

audio podcast and make these available for each 

assignment. Unfortunately, these do not provide the 

same step-by-step solution strategy. As an example, 

in the authorôs cost accounting classes, 

demonstrations of job cost sheets, production cost 

reports, standard cost variance analysis, calculations 

and comparisons of ROI/EVA/Residual Income are 

just a few areas where this technology becomes 

invaluable. 

If instructor creates a chat room and established chat 

times, or online Wimba sessions, it is imperative that 

the instructor be present, answer questions, provide 

strategies for success, and provide additional 

instruction and guidance as necessary. To ignore 

these aspects of the course, only leads to frustration 

for the student, and subsequent poor ratings for the 

course. 

One additional factor to consider in this area is to 

create a Frequently Asked Questions (FAQ) area for 

students. This avoids the constant overflow of email 

questions that a faculty member swore was answered 

one hundred times already. For example, courses 

requiring McGraw Hillôs Connect or Wileyôs Wiley 

Plus products could create a FAQ area answering all 

aspects of how to register and pay for the products, 

enter the system, answer the questions, and interpret 

the feedback. Once created, these are easily copied 

within a Blackboard section for subsequent 

semesters/courses. 

As an online or prospective online instructor, it is 

imperative to understand the time pressures of the 

course management. The above archives should be 

created and organized prior to the start of the course. 
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If an instructor understands that a consolidation 

worksheet in Advanced Accounting is a typically 

difficult area to master, this should be a focus of 

these archives and developed prior to the week the 

material is covered in the syllabus. Course demands 

are too dynamic to allow this work to be put off until 

needed and then react in a JIT format. 

#2 Practice proactive course management 

strategies 

It is critical for the online instructor to take a very 

active role in course management, especially 

considering that there is a major shift in roles 

between the instructor and student in online courses. 

This can be an extremely frustrating factor in the 

course, especially for relative novices in online 

teaching. The student inherits a great deal of the 

course responsibilities, but the instructor needs to 

remind students about due dates, assignments, exams 

and suggest tools like the ñCalendarò and 

ñAnnouncementsò in Blackboard. These can be used 

very effectively to keep students on track in 

accounting courses. 

A key point here that Ragan emphasizes: ñthe 

challenge for the online instructor is to find the 

degree of interaction and intervention that works with 

the dynamics of their online classroom. The goal is to 

structure the course management strategies so that the 

online learner is able to control their own learning 

experience. ñ 

In an accounting course, especially using Blackboard 

and Wimba, plus a product like Connect from 

McGraw Hill, the course is very structured with due 

dates in the syllabus.  Now, the instructor can 

augment this learning by conducting Wimba online 

sessions to meet with the class and progress through 

PowerPoint slides, use live excel spreadsheet 

analysis, highlight captured ñwhite-boardò notes, or 

simply create a series of Wimba archive presentations 

with recorded voice or video to demonstrate key 

strategies or solutions. Additionally, using breakout 

chat rooms, students can be broken into groups for 

projects, and discussions. The instructor can easily 

switch from one chat room to another and support the 

discussion live, or simply listen. The instructor may 

determine how active or passive their interaction 

needs to be in the class. 

Much of this instructor/student interaction is a 

function of class size and instructor time.  This 

instructor finds that he always spends more time in 

online classes than the traditional courses. 

Regardless, the key to a successful course is 

communication. The instructor needs to be very 

vigilant in clearly defining and communicating 

expectations and course deliverables. Instructors 

generally become more adept at this process as they 

gain experience in this course delivery mode.   

#3 Establish patterns of course activities 

There are four key elements to this best practice: 1) 

establish and maintain a predictable course pattern of 

activities, 2) use syllabus or course information page 

for communication, 3) use dynamic communication 

methods to inform class of unplanned schedule 

changes, and 4) provide an instructor ñwork 

scheduleò related to the course and instructor 

availability. 

These elements are critical if the instructor is to 

maintain any degree of sanity. Without these, the 

online instructor will feel ñchained to the courseò and 

exhibit degrees of exhaustion trying to maintain a 

24/7 schedule to be proactive to the needs of the 

course students. 

These are relatively easy to establish in any 

accounting course. The first key is to create a very 

detailed syllabus, with work due dates and details. 

This syllabus development will be viewed favorably 

from AACSB accreditation perspectives, especially if 

some linkage is demonstrated between learning goals 

and assessment measures. Using Blackboard features 

such as the Calendar, Syllabus, Announcement, and 

Assignment tools will facilitate these activities.   

Wimba, live and archive sessions, along with chat 

capabilities will help communicate these functions. 

Specifically using the calendar tool, chapters and 

homework assignments, term papers, discussion post 

due dates, assignments related to AIS related 

university alliance programs, and online quiz 

products from publishers can all be detailed with this 

tool, and greatly facilitate communication. Once due 

dates have passed, many of these elements can be 

hidden to help avoid confusion for the students.  

#4 Plan for the unplanned 

Online instructors encounter two types of unplanned 

events that can jeopardize the continuity and schedule 

of the course: 1) technology issues, making the online 

resources for the course unavailable for hours or 

days, and 2) personal issues such as travel, illness of 

the instructor or family members, deaths, 

conferences, etc.   

In the first situation, having a ñdisasterò plan and 

policy in place and communicated at the beginning of 

the class, works strongly to avoid the plethora of 
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emails and anxiety of students when inopportune 

technology events happen, such as Internet provider 

issues, server disruptions, weather related events. 

Make certain to communicate a policy that indicates 

that if technology is disrupted for more than a few 

hours, due dates are automatically extended an 

additional day to treat students fairly. Accounting 

students also need to be aware of planning and 

executing activities and are constantly reminded that 

waiting till the last minute to complete assignments is 

a dangerous practice. Also, if these failures occur in 

the last hour or two of assignments, no additional 

time will be given. 

One suggestion is to use a product similar to Wimba 

where lectures, PowerPoint presentations, solution 

strategies can be developed, and used repetitively for 

consecutive semesters. Additionally, a product like 

Camtasia can also be used to develop these archives. 

(Camtasia recordings can be edited for content while 

Wimba sessions can only be deleted in total and 

rerecordedðhence the rule to keep these relatively 

short in duration.)  

This instructor has developed a series of these by 

chapter for managerial and cost accounting chapters. 

When the current semester Blackboard sections are 

created (for both traditional and online/hybrid 

courses) all previous Wimba archives also are 

recreated. The instructor then has the option to make 

these available to the students on an ñas needed 

basisò or hidden from the students until needed, and 

can be activated quickly when personal issues arise. 

Additionally, calls to school/departmental support 

persons can also activate these in a pinch. 

#5 Response requested and expected 

An online instructor for any type of accounting 

course, traditional, online, or hybrid when using a 

course management tool such as Blackboard, must 

establish clear expectations for responses to issues. It 

is unrealistic for an accounting instructor who may be 

teaching four sections of three different accounting 

courses and have 140 students, to be available 24/7 

for students, within the course.   

Instructors should clearly institute the ñone dayò 

response rule to email inquiries.  Instructors need to 

communicate the frequency of their online activities 

and how they will respond, both during the week and 

on weekends. Responding quicker than the 

established guidelines may be perceived positively by 

students. Also indicate that if students need greater 

discussion of their issues, to include a phone number 

that the instructor may call and the time frame for 

that call. If chat sessions are an integral part of the 

course, then time frames for these should also be 

established and followed meticulously. 

Finally, if a multitude of the same question, issue, 

problem, assignment error become apparent in 

emails, it may suggest a refinement to the instructions 

or the content, or the follow up for the instructor. A 

global response to all students may be required to 

ease anxiety. For example, recently in a publisher 

homework manager/quiz system, two multiple choice 

questions were discovered to have incorrect answers 

in a managerial group of classes. The instructor 

communicated in a global message to all students in 

all the sections of managerial accounting, that the two 

questions would be disqualified from the quiz, and 

ñxò points were awarded to all students for the errors. 

#6 Think before you write 

One of the well-documented issues of online 

communications, e.g. email, discussion post 

responses, chat rooms, etc. is that the receiver of the 

communications cannot take visual cues from the 

sender, i.e., the demeanor, facial expressions, tone of 

voice. Often these communications do not promote 

the exact meaning of the discussion at hand, and 

there may be erroneous conclusions on both the 

sender and receiverôs perspectives.   

Likewise, ñnetiquetteò issues come into the forefront 

without any negative intentions, but may also be a 

generational issue. Certainly, what instructor has 

received an email with abbreviations in the document 

that leaves him/her confused as to meaning?  Text 

messaging has its own language and if the instructor 

is not a persistent and fluent user of text messaging, 

the entire meaning of a communication may be 

unknown.  Consequently students also bear some 

responsibility in these communications failings or 

difficulties. For example, a student may include the 

ubiquitous ñLOLò. Does this mean ñlots of loveò or 

ñlaughing out loudò or any number of other 

meanings? 

Regardless, accounting professors need to refine and 

improve communications at all times with their 

students online. The accounting professor needs to 

take the lead, and establish guidelines for proper 

online communications and etiquette particularly in 

public discussion posts and chats, anywhere in 

particular where the entire class may have access.  

An aid to progressing through these issues may be a 

Blackboard or Wimba area or archive where a FAQ, 

or frequently asked questions can be available at all 

times. The advantage to Wimba, is that student can 

also see downloaded video along with the audio, and 
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can pick up on the visual cues. If the professor needs 

to modify these frequently, creation in Camtasia, 

where editing is possible, may be the appropriate 

choice.   

In addition to FAQs, a database of feedback 

responses can be created to assist in communications 

with students. An additional tool many instructors 

find invaluable is a speech recognition application 

such as Dragon Naturally Speaking. This tool allows 

an instructor to dictate a response to an email or 

discussion post or a prevalent question.  This 

software then converts the response to a Word file. A 

quick read of the Word file and a spell check should 

make a much fuller response available. Often when 

responding to 30+ discussion posts, instructors 

attempt to make these as brief as possible to not take 

an inordinate amount of time in typing responses. 

Unfortunately, key points may not be fully explained 

or discussed, again leading to miscommunication. 

Using the dictation tools should help mitigate this 

problem. 

#7 Help maintain forward progress 

Earlier in this paper, a one day response time was 

discussed as a reasonable parameter for instructor 

interaction with student communications. The issue 

then becomes; is this also reasonable for gradable 

submissions? Is two days reasonable to grade exams, 

especially when there may be a few stragglers, 

posting online homework/quiz software earned 

grades to the grade book, posting grades to extensive 

discussion posts when ten questions are asked, 

posting grades from audit practice sets that inherently 

take a significant amount of time to decipher? 

Certainly all accounting professors in all courses face 

these obstacles. Professors need to keep in mind that 

this is a ñcustomer serviceò best practice proposition, 

which may be difficult for many more tenured 

faculty, especially new to online pedagogies. 

Feedback parameters should be generally established 

in the face-to-face orientation class, along with 

syllabus review. However, these should be updated 

for each event, if the instructor feels it will be 

impossible to meet these, e.g. two day responses and 

postings of grades.   

Students in online/hybrid accounting courses may 

feel some isolation, particularly in feedback of 

submitted work. Often they may only see a grade 

without any idea of mistakes made, errors in 

conceptualization, etc. Instructors need to provide 

answer files for students to review the recommended 

solutions vs. their submissions. Again, the use of 

screen casts or Wimba Live Classroom archives 

becomes particularly effective. The instructor can 

create a presentation, reviewing the exam questions 

and demonstrate the correct responses and methods to 

achieve them. This can easily be accomplished in one 

hour or less, using Excel files or Power Points to 

demonstrate correct answers and solution strategies. 

Students can obviously determine their errors or 

misjudgments and correct for future submissions. 

A facilitating suggestion here is to not use email for 

the responses, but instead use a discussion post area 

or an assignment tool area in Blackboard where 

deadlines can be ñhardò, i.e., a student cannot submit 

once the deadline has passed because the system will 

ñlock outò responses. Certainly students will attempt 

to bypass this with emails.  A policy for this 

contingency needs to be established and 

communicated along with the dissemination of the 

gradable event. Likewise, the accounting professor 

needs to also identify exceptions to this guideline for 

illnesses, deaths, and similar excusable events. 

In all situations, the accounting professor must 

determine if institutional policies, guidelines, 

standards or cultural practices exist and need to be 

considered. 

An example of this difficulty is in our managerial 

accounting classes, where we employ McGraw Hillôs 

Connect product for online quiz testing. We allow the 

student to make three, non-timed attempts to secure 

the highest possible score out of a possible 20 points 

for each of ten chapter quizzes. We typically have six 

to seven sections of managerial accounting on 

different day/time schedules, and often classes get 

ahead or lag, particularly in winter when weather 

conditions cause cancellations.   

These are all traditional classes, but use Blackboard 

as a course management tools during the semester, 

often because most instructors are adjuncts. We 

provide no feedback after an attempt, which causes a 

great deal of frustration among the students. We were 

forced to take this action because of past unfavorable 

actions among students where the correct answers 

were guessed at and then the correct answers shared 

among the students, resulting in most students 

earning 20 points, but many doing unpredictably 

poorly in exams. When presented with alternatives, 

the students always overwhelming chose this 

approach rather than a ñone-attemptò quiz/assignment 

with immediate feedback. 

#8 Safe and secure 

This best practice supports the concept of using 

embedded email systems within the course 
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management system, for all communications with 

students in the course. Certainly the instructor and the 

students may have one or more email systems.  

However in creating an audit trail of 

communications, it is imperative that the instructor 

require course related communications within the 

course capabilities. Trying to use some external email 

system complicates communication and makes it 

difficult to track a tread on some particular issue with 

one or more students.   

Each course management system maintains the full 

breadth of communication history, including all 

emails, discussion posts, and assignment 

submissions. In addition, it also tracks accesses, 

postings, dates and times of transactions within the 

system. Using this approach, it becomes much easier 

to track and manage all student/instructor 

communication activity, especially if it becomes 

necessary to document these actions.  Additionally, 

the entire course and all of its components and 

activity can be backed up/archived at the end of the 

semester, and reloaded to the host system if necessary 

in the future. 

Therefore, the accounting instructor must define early 

in the course, the appropriate methods for students to 

interact with the course and submit assignments, 

receive and deliver communications, and receive 

feedback. The student also is protected to some 

degree in this best practice. Should the student submit 

any of the above, the student will also have a record 

of validation for these submissions. The systems 

ensure confidentiality and security, with the proper 

access to the system using userid/password 

validation. 

Instructors and students need to be aware that 

unfortunately the use of embedded email systems 

within Blackboard prohibits the ability to check email 

from mobile devices and smart phones.   

#9 Quality counts 

When we consider the state of technology available 

to all persons, instant communications is available 

using all manner of digital devices, i.e., phones with 

video, flip recorders, and others. Additionally, social 

media sites such as YouTube and Twitter provide an 

almost instant public blog transmitted to a wide range 

of recipients.  Consequently, the emerging 

technologies and capabilities of instant delivery 

provide a real threat to the quality standards of the 

course materials in an online/hybrid course. 

Quality assurance takes on a paramount role, and 

instructors need to address the course quality and 

integrity of the important course components: 1) 

content accuracy, 2) instructional design, and 3) 

overall system performance. As an accounting course 

offering, the accuracy of the overall content should 

be reviewed prior to the start of the course, preferably 

in a ñpeer reviewò perspective by another accounting 

faculty member or graduate assistant, as a set of 

ñfresh eyesò. If problems are found, they should be 

corrected before the start of the course. Once the 

course begins, communications indicating the error 

reporting by students is encouraged and supported. 

Instructional design is more challenging and probably 

should be addressed after the course has been offered 

multiple times. An expert in design or a very 

experienced accounting faculty member could be 

engaged to review and make recommendations.  

Also, input from student course evaluations is critical 

to identifying these potential deficiencies. Quality of 

the system performance may be as simple as 

reviewing all icons and system links, verifying they 

all work properly. In Blackboard, the instructor 

would want to change to ñstudent viewò and observe 

how the functions operate for the student. 

One of the very difficult challenges is using 

publisherôs courses and homework/quiz additional 

sites. This is often exacerbated with the introduction 

of new text versions or major upgrades to existing 

course materials. Most resources from the major 

publishers such as McGraw Hill, Pearson, Wiley, 

Cengage and others undergo significant quality 

control before release, but errors are still discovered 

and should be reported to the publisher.  

#10 (Double) Click a mile on my connection 

The final best practice is somewhat a combination of 

a number of previously listed practices. Additionally, 

it is hoped that the educational institution provide 

internal control over compatibility issues. Difficulties 

with browser versions, firewall difficulties, software 

version compatibility are always prevalent. Hopefully 

instructional help sites, phone support and help lines 

work to resolve problems.   

Some environments are generally very stable such as 

Blackboard, as a relatively mature information 

system. Other technologies such as Wimba, may not 

be as stable and confound students on occasion. We 

have found that some students always have difficulty 

with software regardless of their individual abilities. 

Web Browser plug-ins such a Java have a tendency to 

be problematic. It is always recommended that 

students take the time to run and mediate any issues 

identified in the vendor supplied browser checks. 

Other issues can be traced to simply insufficiency of 
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memory in their computers. Others have unstable 

internet connections. In some of these instances, 

using campus facilities will generally overcome the 

problems, but for distance education students far 

from campus, the problems may not be completely 

solvable, especially in business locations where in-

house security concerns restrict various accesses or 

modifications. 

Certainly nothing could be worse than an instructor 

who invests a great deal of time creating accounting 

chapter Wimba archive lectures and problem 

strategies, and willing participant students trying to 

access them, but for some technological reasons, is 

unable to do so, leading to frustration on both sides. 

Professor prep time and getting over the initial 

ñhumpò 

We have all experienced the anxiety over some 

speech, class, presentation, first-time attempts at 

anything new and challenging. Teaching online, 

especially in a synchronous environment will 

challenge your abilities unlike almost anything else 

you have experienced as a college professor. An 

accounting professor is challenged to stay current 

with accounting theory and practice changes as they 

occur or are proposed (Geary, Kutcher, & Porco, 

2010). But teaching online adds another challenge in 

the delivery pedagogy. Consequently, there are a 

number of practices that you should consider to 

facilitate the online experience. 

Understand that more than any other experience you 

have had teaching college accounting courses; you 

must spend more time in preparation than normal. It 

is strongly recommended that you take an 

opportunity to participate in an online synchronous 

event as a participant, to become oriented to the 

studentôs challenges and experience. Certainly, 

practice before your ñliveò experience. You will not 

be great the first time, but with some experience you 

will develop a confidence and comfort factor that will 

be noticeable to your students. Learn the technology 

in a low-risk environment before taking on full 

classesðdo some short sessions, e.g. a chat room to 

get accustomed to the technology.   

Learn to sense the tenor of the class, and although 

you will generally be unable to see the students, you 

can develop a sense of how well the class is going. 

Try to interject some type of participation with your 

students, at least every 5-10 minutes. Ask them to 

respond in Wimba with the hand icon to questions, 

etc. If possible (assuming you have funding from 

your institution), use a meeting/teaching assistant. 

Become aware of firewall issues that can create 

extremely frustrating situation for both you and your 

students.   

Insert ñAny Questionsò slides into your presentations. 

Understand that Wimba allows students to click on 

an icon to ñask a questionò or get your attention. 

Additionally students can ask a question by typing it 

in an instant messenger type format as you speakð

remember to monitor this area continuously, there are 

often great questions asked here.  

If you are not using a webcam for the synchronous 

class, at least upload your picture to help humanize 

yourself to the students. Do a dress rehearsal for your 

classes until your confidence level and expertise 

rises. Accounting is difficult enough without be 

totally familiar with your course content for the class. 

Uncertainty with the accounting issues, combined 

with fumbling efforts with the technology could 

create disastrous results that are difficult to recover 

from.   

It is recommended that you do not attempt to use all 

of the tools in the course technology during your first 

attemptðfocus on the most important aspects; add 

the ñneat stuffò later. Remember that you are similar 

to a radio broadcaster for a sports event. Try to think 

aloud so that awkward pauses do not develop. 

During the actual class, you should login 10-15 

minutes early, greeting students and put them at ease. 

Additionally, you can confirm your communications 

with them as a check.  Have a contingency plan ready 

before the class, should difficulties arise. Engage 

your students continually during the classðnothing 

worse than bored and sleeping students in an online 

class. Schedule some breaksðtake 5 minutes every 

30-40 minutes of class time.   

Everyone involved, you included, needs a high 

concentration level throughout, and the exhaustion 

factor may creep up on you. When you are finished 

with some content presentation, close it off and keep 

your computer environment clean. Ask if any 

students are participating in a public place ï these 

may cause problems with firewalls, browser 

configuration issues, and security issues. 

If you are conducting a synchronous online lecture, it 

is important to minimize any distractions that you 

may have while you are conducting the course. Turn 

off any audible notifications on your workstations 

that may introduce a distraction during your class.  

These may be from email clients, instant messaging 

software, or the operating system itself. It is also 

important to remember to silence both office and cell 

phones in the office or room that you will be teaching 
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from. Share these same recommendations with your 

students. Remind your students that if they are using 

a webcam they should be doing so in a private area as 

well.   

You can assign groups of students to various chat 

rooms during the class to discuss an accounting 

ethics perceptive for exampleðthis gets the students 

involved, and gives you a resting point where you 

can be more of an observer, than the focal point. 

CONCLUSION 

As discussed in the various best practice points, 

accounting professors have an opportunity to provide 

an excellent course using a non-traditional delivery 

method. Not only can the instructor conduct the 

course in a manner similar to traditional ñface-to 

faceò environment, it can be done so virtually. Unlike 

the traditional classroom where accounting students 

are challenged not only to learn material and take 

copious notes for later reference, the LCMS 

environment allows for the recording of these 

lectures and problem solving session and keeping 

these in an archive area for later reference.   

In addition to the learning environments, these 

LCMS also provide the opportunity for an accounting 

professor to conduct virtual office hours. These could 

be at any hour of the day to accommodate working 

students. Tutoring services can also be provided on a 

virtual basis. No longer would a student be required 

to physically attend a tutoring session at a physical 

location, subject to the facility hours, but this could 

be done online at critical times, e.g. nights before an 

impending exam.  

Another benefit would be the inclusion of guest 

speakers into the class format, without the constraints 

of that person reserving time out of often busy 

schedules to make presentation to classes. 

Additionally, virtual tours of production facilities or 

office setting field trips can be accomplished without 

restrictive logistical challenges. In many cases, the 

only limitations are the imagination and creativity of 

the professor and availability of guests. 

Although adopting this approach may cause some 

uncertainly at first, the products and environments 

are easily learned and implemented into both an 

online and hybrid delivery system. 

 

OUTSIDE RESOURCES ï LINKS TO 

PROFESSIONAL ORGANIZATIONS  

The following are some of the links to accounting 

professional groups that can be embedded in your 

Blackboard course management system and facilitate 

studentsô access to those links. 

American Accounting Association ï www.aaahq.org 

American Institute of CPAs ï www.aicpa.org 

Accounting Web ï www.accountingweb.com 

AIS Educators Association ï www.aiseducators.com 

CPA trends ï www.cpatrendlines.com 

Institute of Management Accountants (IMA) ï 

www.imanet.org 

International Accounting Standards Board - 

www.ifrs.org/Home.htm 

Financial Accounting Standards Board - 

www.fasb.org/home 

U. S. Securities & Exchange Commission - 

www.sec.gov/ 

U. S. Securities & Exchange Commission / XBRL ï 

www.xbrl.sec.gov/ 

XBRL International ï www.xbrl.org 

Beta Alpha Psi - www.bap.org/ 

WIMBA ï www.wimba.com 
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USING MULTIMEDIA RESOURCES IN ACCOUNTING AND FINANCE CLASSES  

John A. Kruglinski, Albright College  

Terence J. Reilly, Albright College 

ABSTRACT 

There are vast amounts of resources available to educators on the web and through digital media.  We are 

encouraged as educators to integrate new and different materials into our courses and learning experiences.  The 

objective of this workshop is to stimulate conversation, sharing and ideas about integrating readily available media 

into accounting courses to create a more effective (and fun) learning environment for the students. The workshop 

begins with a review of the literature on the use of multimedia resources and humor in the learning of accounting 

and related subject areas.  Examples of material currently used in courses and the related objectives will then be 

introduced. We will then proceed to identify learning objectives in various accounting courses and relate types of 
resources available on DVDs and commercial and professional websites.   

INTRODUCTION  

Educators are encouraged to explore innovative 

techniques in the classroom.  By experimenting with 

different styles and techniques, we seek to engage our 

students and improve the learning experience.  We 

suggest that integrating video clips and segments into 

the class presentation and assignments can engage a 

new generation of accounting students by improving 

retention of key learning objectives as well as 

accommodate different learning styles.  The use of 

popular media can improve student motivation and 

create a fun learning environment. 

The current generation of college students has been 

dubbed the ñmillennialò generation or ñGeneration 

Yò. Commentators and research suggest that 

members of this tech-savvy, connected generation 

have shorter attention spans and are far more attuned 

to visual effects than their predecessors (Masters, 

2009). These observations suggest an opportunity to 

supplement the traditional ñtalk and chalkò 
presentation format with digital media resources. 

LITERATURE REVIEW  

Studies of multimedia use in accounting education 

are scarce. We will review theses resources and then 
expand our coverage to research in other disciplines. 

Ahadiat (2008) surveyed technology use by 

accounting educators and found that while 

presentation software was widely used (71.4%), film 

use in class or assigned outside of class ranked fifth 

from the bottom in surveys with only 62.5% usage. 

Frequent use of video in accounting class was limited 

to only 5.2% of the respondents, while 31% indicated 

that they frequently used presentation software.  

Audio use in class had the lowest utilization rate: 

16.4% total usage.  Ahadiat compiled data by 

primary teaching area, by accreditation type, degree 

offered, respondentôs age, gender, academic rank and 

years of teaching experience. This survey indicates 

that there are significant differences in use of 

technology related to faculty age and years of 

experience, with technology use by younger faculty 

(under 45) significantly higher than that of the older 
group. 

Butler and Mautz (1996) studied the impact of 

multimedia presentations and learning in accounting 

information systems. They found that overall, 

students had more positive attitudes towards the 

presentation and the presenter, but the impact of 

multimedia may have had more to do with a 
particular studentôs style of learning. 

Bates and Waldrup (2006) investigated the impact of 

PowerPoint presentations on students in an 

introductory-level accounting principles course. They 

conclude that there were no discernable effects on 

learning outcomes. They do suggest that other media 
might have a different impact on learning. 

Cook and Hazelwood (2010) described a project in 

taxation, in which student groups chose from a list of 

popular movies and prepared a report addressing: 

¶ Descriptive information about the project 

¶ A comprehensive list of tax issues in the 

movie 

¶ In-depth analysis of two issues 

¶ A conclusion  

This project is reported prescriptively; no 

experimental data are currently offered as to 

effectiveness. This well-structured incorporation of 

movies into tax curriculum should hopefully generate 

interest and further innovation. 

The research conclusions on the impact of 

multimedia use upon learning are mixed. Researchers 

in other disciplines have concluded that video clips 
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can enhance learning by stimulating interest and 

providing focused information (Collett & OôNeil, 

2006). Others suggest that learning style plays a 

significant role, with students who prefer graphical 

imagery benefitting from multimedia and suggest that 

those with a verbal preference may experience a 

hindrance in learning (Butler & Mautz, 1996).  The 

research into the effect of multimedia has explored 

differing theories of how students process and 
represent information.  

Dual Coding Theory includes symbolic subsystems 

for both verbal and nonverbal imagery (Paivio, 

1986). The two coding systems can act 

independently, although activity in one system can 

trigger links between the two.  Abstract terms are less 

likely to evoke imagery than concrete terms (Paivio, 

1986). In their accounting information systems 

experiment, Butler and Mautz (1996) also considered 

that different individuals may have a preferred 

representation style, which could impact their 

research.  They concluded that multimedia 

presentations do not affect recall in all situations; 

however, it did appear to improve recall in students 

whose style was imagery-based.  An interesting 

aspect of the study was students in the multimedia 

presentations had more positive attitudes towards the 

presentation and the presenter, regardless of the 

studentsô preferences.  

Collett and OôNeil (2006) suggest that short-focused 

clips support learning better than full-length videos or 

movies. When employing video in the classroom, it is 

important to avoid tangential material.  Material 

which is interesting and entertaining, yet not relevant 

to the main point of the lesson is referred to as 

ñseductive detailsò (Harp & Mayer,1998; Mayer, 

Heiser and Lonn, 2001).  The use of media works 

best when the seductive details are excluded and the 

portion viewed is clearly relevant to the lesson 
(Moreno & Mayer, 2000). 

HUMOR IN ACCOUNTING CLASS  

Can the use of humor enhance learning?  Can a 

complex accounting concept be retained for a longer 

period of time if its explanation is combined with 

some form of humor (oral or visual)? Humor is part 

of the human experience. Teachers and educators of 

all levels and disciplines have praised the ability of 

humor to aid the learning process, to help studentsô 

understanding of key points, and to relax students in 

moments of anxiety and increased tension. What are 

the learning benefits of adding humor to an 

educational activity? This is a topic that is gaining 

some traction, and there does appear to be a 
connection between retention of material and humor. 

IMPACT ON MEMORY/RETENTION  

Anecdotally, many students report that they can 

remember a humorous comment in a lecture better 

than the lectured-on material.  Researchers 

investigating humorôs impact on memory have 

reported inconsistent results.  Keith Carlson (2010) 

notes that despite some success in documenting a 

recall advantage for humorous material in 

educational settings.  Several other researchers failed 

to find a reliable humor effect (See Chapman & 

Crompton, 1978 for a review).  

Carlson also cites several studies that have shown a 

correlation between higher rates of recall and 

distinctive, bizarre, or self-generated stimuli.  Some 

feel it is possible that humor falls into one of these 

categories, which in turn accounts for the higher 

recall experience (Hunt & Worthen, 2006).  Others 

suggest that humor may depend upon understanding 

multiple uses of words and, therefore, requires a 

greater memory search, which in turn accounts for 

the higher recall.  According to this theory, the 

greater memory search and not the humor itself 

account for the higher retention.  A third theory is 

that a joke is often funny when it does not make 

sense at first and requires additional thought to figure 

it out.  The premise is that the resolution of the 

apparent incongruity creates the memory advantage 

for humor (Bertcsh, Pesta, Wiscott, & McDaniel, 

2007). 

REDUCING TENSION & KEEPING 

STUDENTS FOCUSED 

Jane Romal (2008) writes that todayôs students have 

changed from previous generations and view humor 

differently. Students have shorter attention spans 

(Snell, 2000) and are more accustomed to elaborate 

visual effects that shrink attention spans (Hoskins, 

2004).  Romal also writes that the accounting teacher 

would do well to consider strategies for the use of 

humor before proceeding.  Effort is required because 

humor is a teaching technique and takes time and 

practice, but can help students relax and reduce 

anxiety over difficult concepts (Speath, 2001).  

Another prominent surviving theory is the relief 

theory, or psychoanalytic theory, which was 

introduced by Spencer and popularized by Freud.   

According to this theory, humor is a socially-

acceptable way of releasing built-up tension and 

nervous energy. 

The correlation between humor and effectiveness is 

not always clear.  Does the humor itself allow for 

better retention or is it the fact that the humor created 

a ñsafe classroomò environment and, therefore, the 
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students felt more relaxed and willing to be open to 

new ideas. Recent studies have indicated that the use 

of humor is related to the effectiveness of a teacher 

(Lucy, 2002; Kher, Molsted, & Donahue, 1999).  The 

question to be asked is as follows: Is the teacher more 

effective because he uses humor or does the use of 

humor create a more comfortable environment and, 

therefore, make the student more open to learning 

new material? 

Romal (2008) goes on to observe that accounting 

teachers may well find that humor will add spark to 

lectures and other classroom activities. ñLecturing 

isnôt necessarily communicationò (Wulff & Wulff, 

2004). The accounting teacher already knows what is 

important in the discipline; the students do not, but 

humor may focus their attention on important 

concepts and procedures.   

Whisonant (1998), in his article, refers to Ziv (1988) 

who cites eleven sources concerning the impact of 

humor on college students, eight of which 

demonstrated that humor has no significant effect on 

learning. In a more recent study (Schmidt, 1994), 

undergraduate students remembered humorous words 

more often than non-humorous words.  Humor was 

believed to have an arousal effect on the students, 

thus humor was a motivating factor. 

The studies are many, as are the conclusions, but 

there does appear to be some connection between the 

use of humor and retention.  Whether the reason for 

the connection is the safe classroom effect, the 

additional effort to understand the humor, or the 

resolution of semantic incongruity does not matter.  

The use of humor appears to be effective.  While 

others continue to prove or disprove the link, we will 

continue to use it in our accounting classrooms. After 

all, we need to smile as often as we can in 

Intermediate Accounting. 

MULTIMEDIA AND ACCOUNTING  

PowerPoint presentations are now used pervasively 

in the college classroom.  In fact, some commentators 

suggest that they may be over-used; students may 

view the experience as too passive, lacking in active 

content. Cases analysis, presentations, simulations, 

research papers and projects all have their place in 

accounting education.  We are now seeing projects 

using motion pictures in tax class. Given the image-

oriented generation in the class seats, we believe that 

incorporating video clips into class activities can 

create a friendly and motivating environment.  

Research suggests that many students benefit from 

multimedia imagery. Likewise humor in the 

classroom serves to improve retention and create a 

relaxed atmosphere. Incorporating video clips, 

particularly humorous video clips, seems to be the 

most promising avenue in this regard.  

Most ñsmartò classrooms which support PowerPoint 

presentations can support video use.  A computer 

equipped with a drive capable of playing Digital 

Video Disks (DVDs), a sound system, internet 

connection, projector, and screen comprise the 

essential hardware.  Practicing using the hardware in 

the classroom is essential; switches may need to be 

flipped and connection made and tested before class. 

It is also best to select the video scene on a DVD or 

access the website for streaming video ahead of time. 

For traditional classrooms, uses of legitimate video 

media are protected under Section 110 (1) of the U.S 

Copyright Act  permits: 

éperformance or display of a work by 

instructors or pupils in the course of face-to-face 

teaching activities of a nonprofit educational 

institution, in a classroom or similar place 

devoted to instruction, unless, in the case of a 

motion picture or other audiovisual work, the 

performance, or the display of individual images, 

is given by means of a copy that was not 

lawfully made under this title, and that the 

person responsible for the performance knew or 

had reason to believe was not lawfully madeé 

Use of video in distance learning was addressed in 

2002 by the TEACH Act, which amended section 

110 (2) of the Copyright law.  Because this section is 

far more restrictive in permitted use, it is 

recommended that faculty carefully study the 

distance learning provisions in detail and seek 

informed advice before incorporating video into class 

exercises. 

COMPILING SOURCES 

Currently, there are no searchable databases 

addressing accounting and finance topics in video 

media. This means that each instructor must develop 

a personal database or seek others in order to create a 

shared pool of information. Relating movie content to 

these topics is something of an art in itself. Personal 

experience with films and the ability to recall and 

relate particular scenes to learning objectives takes 

time and effort. Clearly this is an area which would 

benefit greatly from the pooling of ideas and 

resources. 

Some examples of linking movie scenes to 

accounting topics are listed below in Table 1. 
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TABLE 1  

Examples of Movies and Topics 

Movie Accounting Topics 

The Producers (1968) 

(2005) 

Ethics, Fraud triangle, 

Financial Fraud, Tax 

Fraud 

Office Space (1999) Systems Development, 

Interview anxiety, 

Perceptions of auditors, 

perceptions of 

consultants 

Ghost Busters (1984) Tax - Business 

Entertainment rules 

Mad Money (2008) Ethics, Internal 

Controls, Collusion 

Catch Me if You Can 

(2002) 

Ethics, Forensics, 

Fraud, Forgery, Audit 

Evidence 

Enron: The Smartest 

Guys in the Room 

(2005) 

Ethics, Fraud triangle, 

Financial Fraud, Audit 

Risk, Independence, 

Sarbanes-Oxley Act 

 

There are vast amounts of video media available, 

both on-line and on DVDs.  Television shows such as 

60 Minutes, Nightline, Frontline, and the American 

Greed series offer much material on the topics of 

taxes, fraud, financial markets and governance.  

Specific searches of YouTube and Google on topics 

like ñfraudò or ñembezzlementò can yield diverse 

material on the search terms. For example, YouTube 

searches on the names of infamous fraudsters like 

Walter Pavlo and Barry Minkow provide a variety of 

interviews with and reports about them and their 

frauds. A list of suggested sources is contained in 

Appendix A. 

DEVELOP THE LESSON 

Selecting an appropriate video linked to an 

accounting or finance topic is merely the start. The 

instructor must now develop a detailed plan to 

introduce, link, and analyze the material presented to 

specific learning objectives. The plan should 

encompass: 

1. Introduction and discussion of the 

particular learning objectives covered in 

the video. 

2. An introduction to the video, setting up 

the scene and if necessary, what 

transpired before it. 

3. A list of thought-provoking questions 

the students should address while 

watching the video. 

4. A discussion addressing the previous 

questions and linking the video to the 

objectives. 

5. Optional ï obtaining student feedback 

on the use of the video and its 

relationship to the material covered. 

In planning the lesson, it is critical to avoid including 

those ñseductive detailsò which might entertain, but 

have little relevance to the learning objectives.  

For example, the instructor is covering fraud and the 

fraud triangle in a class.  The video to be shown is 

from The Producers (Stroman, 2005).  The selected 

scene is one in which Bloom and Bialystock discuss 

Bloomôs observation that "under the right 

circumstances, a producer could actually make more 

money with a flop than he can with a hit .ò  

1. Introduce the fraud triangle and the 

components: motivation, opportunity and  

rationalization.  

2. Give a brief description of Leo Bloom, the 

accountant, and Max Bialystock, the 

producer, and his circumstances. 

3. Tell the students to observe the scene and 

answer the following questions: 

a. Find the components of the fraud 

triangle in this scene, describe them in 

terms of the characters and their 

behavior. 

b. What is each characterôs initial reaction 

to the idea? 

c. How does this idea become a plan to 

defraud? 

4. Watch the video, then debrief the class as to 

their observations, linking back to the 

objective of describing the components of 

the fraud triangle. 

5. Ask the students to fill out anonymous 

comment cards on the relevance and 

perceived usefulness of the lesson. 

Based upon the student participation, discussion and 

feedback, the instructor should add notes and make 



 

 

 

Northeastern Association of Business, Economics, and Technology Proceedings 2010 88 

appropriate revisions.  Incorporating feedback into 

the lecture note and plan soon after the class, allows 

the instructor to plan for the next usage of this 

material, if at all.  

NEXT STEPS 

The current process is time-consuming and 

haphazard. Because each educator is left to seek out 

his or her own resources, little headway can be made. 

Communication and information sharing could 

support more innovation and resources. Eventually, a 

database or other clearinghouse would prove highly 

useful. 

SUMMARY 

We have found that using humor and media clips in 

accounting class creates a ñsafeò and welcome 

atmosphere for our students. There are numerous 

sources for clips on-line and in media libraries.  By 

selecting appropriate material and tying it to learning 

objectives and outcomes, we have had many positive 

experiences.  By going beyond PowerPoint in 

accounting and finance class, the educator can 

engage a new generation and facilitate real learning 

in the classroom.  
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