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History and Purpose of NABET

This organization is in its thirtieth year of existence. It formerly was known as APUBEF (The Association of Pennsylvania University Business and Economics Faculty). It was founded by a small group of Economics professors of the fourteen state universities comprising the Pennsylvania System of Higher Education. Their goal was to provide a platform for sharing and exploring scholarly work among the business faculty of the fourteen state universities in Pennsylvania. As a result of their efforts, the organization has sponsored an academic conference each year for the past 30 years.

Over the years, the fundamental goal of NABET/APUBEF has been to target the business faculty of the small business colleges in Pennsylvania, and surrounding states. The organization has been successful in achieving this goal for the past several years. In 2006 the Executive Board determined that the APUBEF organization should be renamed as NABET and become regional in scope. As a result, the October 2007 annual meeting presented 87 scholarly and pedagogical papers and workshops over two days. It featured authors from eight states including 53 different colleges and universities.

The original founders also established a referred journal, the Pennsylvania Journal of Business and Economics (now renamed as the Northeastern Journal of Business, Economics and Technology). The journal applies a double blind review process and is listed in Cabell’s Directory. It is published at least once each year, and has a devoted editorial staff supported by an excellent corps of reviewers.
ABSTRACT

The current financial crisis has renewed calls for additional regulation of financial markets and criticisms of existing regulations including the 2002 Sarbanes-Oxley Act (SOX). This research focuses on the effectiveness of section 404 of SOX which requires firms to disclose material weaknesses in internal controls. The paper examines a sample of 155 companies disclosing material weakness in internal controls in the year 2004, and analyzes the relationship between material weakness disclosure and the likelihood of a firm restating its total assets. The findings of the research suggest that the disclosure of material weaknesses in a firm’s internal control does not provide investors with useful information regarding a company’s financial health. The overall results suggest that the costs of compliance may outweigh any benefits provided to potential investors, creditors, or other interest parties. The ongoing assessment and evaluation of the effectiveness of financial market regulation is essential to the health of our financial system and maintaining a healthy economy.

INTRODUCTION

The Sarbanes-Oxley Act (SOX) of July 2002 introduced new rules and procedures for both managers and auditors of publicly registered companies. One focus of SOX involves disclosures of the effectiveness of internal controls over financial reporting. Prior to SOX the only regulation addressing the maintenance and disclosure of internal controls was the Foreign Corrupt Practices Act (FCPA) of 1977. This act requires all companies whose securities are registered with the SEC to keep books, records, and accounts that accurately and fairly reflect transactions and dispositions of assets, and to devise a system of internal accounting controls. Under the FCPA firms were only required to disclose internal control deficiencies when filing a form 8-K (during a change of auditors) assuming the outgoing auditor actually identified a deficiency.1 With the implementation of SOX, companies are now required to include a discussion of internal controls over financial reporting (ICOFR) in both 10-K and 10-Q filings.2 Many companies complain about high compliance costs, a lack of guidance on how to comply with SOX requirements (including identifying internal control deficiencies and determining their level of significance), and on how the market will react to the new disclosure requirements.

The complaints aimed at ICOFR disclosures arise from sections 302 and 404 of SOX, which require management (section 302) and the external auditors (section 404) to assess and report on the effectiveness of these controls.3 If any control deficiencies are identified both the auditor and the company must determine whether the deficiencies are “significant deficiencies” or “material weaknesses”, of which only material weaknesses are required to be publicly reported. The Public Company Accounting Oversight Board (PCAOB) in Auditing Standard No. 2 defines both terms as follows:

A significant deficiency is a control deficiency, or combination of control deficiencies, that adversely affects the company's ability to initiate, authorize, record, process, or report external financial data reliably in accordance with generally accepted accounting principles such that there is more than a remote likelihood that a misstatement of the company's annual or interim financial statements that is more than inconsequential will not be prevented or detected.

A material weakness is a significant deficiency, or combination of significant deficiencies, that results in more than a remote likelihood that a material misstatement of the
annual or interim financial statements will not be prevented or detected.

Many managers and auditors find these definitions are unreasonably vague. In a letter to the Secretary of the SEC (Nancy M. Morris) the Executive Director of the Chamber of Commerce (Michael J. Ryan) argues that managers and auditors need to have objective, quantitative benchmarks to guide their evaluation of material weaknesses. Ryan states that the indicators of a material weakness need to be more specific, and include illustrative examples to serve as guides while implementing and evaluating controls; “otherwise costly over-testing, and over-documentation will continue”.  

While a disclosure of ineffective internal controls does not result in sanctions or penalties from the SEC, the costs associated with disclosing a material weakness can be high. These costs include direct compliance costs and may lead to an increase in the firm’s cost of capital. The confusion related to identifying and disclosing material weaknesses, as required by SOX, can result in excessive and unnecessary compliance and audit costs from, “independent auditors, external consultants, additional internal audit and compliance functions, and the additional demands placed on management.” Vague regulations may lead companies to be overly conservative, resulting in excessive investments on internal controls, and consequently reducing funds for operating activities and slowing creativity and innovation.  

A 2004 Wall Street Journal article from stated companies disclosing material weaknesses could see declines in stock prices of 5 to 10 percent. Disclosures of material weaknesses could also make directors’ and officers’ insurance more restrictive and more costly. On another level, investors are still on edge in the wake of major corporate accounting scandals associated with companies like Enron, WorldCom, Tyco, Xerox, and others in the early 2000’s. As a result, any public disclosure a company makes about potential accounting related problems may lead to an increased cost of capital. These costs may be unnecessary if the material weakness does not have an adverse impact on the firm’s financial statements. Moody’s Investors Service states that many reported material weaknesses do not “rise to the level of serious concern from an analytical perspective.” Thus, it is possible that companies are punished by investors as a result of reporting material weaknesses, even if the disclosure does not result in a significant change to internal control procedures or the financial statements themselves.

**LITERATURE REVIEW**

Research on the reporting of material weaknesses can be separated in two categories, research before the passing of SOX and research performed after the passage of SOX section 404 and 302. Prior to SOX, material weaknesses were only disclosed in 8-K reports. Krishnan (2005) rated audit committees based on size, independence, and expertise, and found that for the years 1994-2000 “the frequency of reportable conditions (including material weaknesses) was negatively related to the quality of the audit committee.” SOX has raised the profile of material weakness disclosures by requiring their inclusion in 10-K and 10-Q filings.

Ge and McVay (2005) examined companies that reported at least one material weakness during the period August 2002 to November 2004. They explored five different firm characteristics, business complexity, firm experience, size, profitability, and auditor. They found the likelihood of reporting a material weakness is positively associated with business complexity, and negatively associated with firm size and profitability. Ge, McVay, and Doyle (2007) extended this analysis over a longer time period (2002 to 2005) with a larger sample. The study also included an expanded selection of firm characteristics such as firm size, age, financial health, financial reporting complexity, corporate governance, growth rates, and restructuring charges. They found that “material weaknesses in internal control are more likely for smaller less profitable firms, that are growing rapidly, are more complex, or undergoing restructuring.”
Leone (2005) finds share prices drop by up to 4% in the 60 day period following the disclosure of a material weakness. Neri Bukspan, the chief accountant at S&P observes that fewer than 10% of all companies disclosing a material weakness receive a subsequent downgrade.  

**DISCUSSION OF THE STUDY**

This study examines the impact of the SEC’s mandatory disclosure requirements on publicly issued financial statements. Specifically it examines the relationship between a firm’s disclosed weaknesses in internal controls and its concurrent and subsequent restatement (if any) of total assets and the firm’s financial health, as measured by changes in its Altman Z-Score. A finding of a significant relationship between disclosed material weaknesses and restated assets or a firm’s financial health would provide evidence to support the requirements of Section 302 and 404. On the other hand, if no significant relationship is found between disclosed material weaknesses and restated assets or a firm’s financial health would bolster critics of Sections 302 and 404, who claim that compliance costs outweigh benefits to investors.

**Restatement of Assets**

Primary reasons for financial restatements include flawed judgments due to oversight or misuse of facts, fraud, or a misapplication of GAAP. These errors are usually caused by problems applying accounting rules, human or system errors, and fraudulent behavior. When a company identifies these errors they will often restate prior year(s) financial documents to correct the identified error. Sections 302 and 404 of SOX were designed to help management and auditors uncover these types of accounting errors.

In this study Compustat data is used to calculate the average percentage change in a firm’s restated assets for a two year period (2002-2003) prior to and two year period (2005-2006) subsequent to the disclosure of a material weakness. The average restated total assets for companies disclosing a material weakness are compared to the change for a control group. The difference between the two groups is used to evaluate the relationship between material weaknesses disclosures and the likelihood subsequent financial document restatements.

**Altman Z-Score**

The Altman Z-Score combines liquidity, profitability, and bankruptcy ratios into one metric for assessing a company’s financial health. Jayadev (2006) finds the Z-score successfully predicted 72% of corporate bankruptcies two years prior to filing for Chapter 7. The Z-score combines the following five ratios:

- **Ratio 1:** Working Capital / Total Assets
- **Ratio 2:** Retained Earnings / Total Assets
- **Ratio 3:** Earnings Before Income Tax / Total Assets
- **Ratio 4:** Market Value of Equity / Total Liabilities
- **Ratio 5:** Sales / Total Assets

The coefficient weights as determined by Altman as follows:

\[
Z\text{-Score} = (1.2 \times R1) + (1.4 \times R2) + (3.3 \times R3) + (0.6 \times R4) + (1.0 \times R5)
\]

A company’s Z-Score places it in one of three risk categories. A Z-Score of less than 1.8 indicates likelihood of bankruptcy, and a Z-score greater than 3.0 indicates a healthy financial position, suggesting the firm is unlikely to file for bankruptcy. A score between 1.8 and 3.0 lies in the gray area.

This study compares average Z-Scores for the two years prior (2002-2003) and the two years after (2005-2006) disclosing a material weakness, with the average Z-Scores for the same periods using restated financial statements. A significant difference between the original Z-Scores and Z-Scores based on restated data would indicate that the original financial statements may have been misleading to investors. If there is no significant difference between Z-Scores it would suggest that material weakness disclosures, in accordance with current legislation, do not provide meaningful information to investors.

**SAMPLE**

The sample group obtained for this study is based on an initial set of 478 companies disclosing various levels of internal control deficiencies in 2004. This
set was retrieved through Compliance Week, a service dedicated to SOX related compliance issues. This initial data set was screened against Compustat’s North American database, and 147 companies were excluded because of unavailable financial data. This reduced the sample size to 331 companies. Since Compliance Week reports all internal control disclosures, and not just material weakness disclosures, each SEC filing was examined to ensure only disclosures of material weaknesses in internal controls were included. This screening eliminated an additional 176 companies, leaving a final set of 155 companies for analysis. Of the 155 companies only 74 restated assets during 2002–2003, with an average over-statement of $18.7 million or .48 percent. During the post-disclosure period (2005–2006) only 16 companies restated their assets, with an average understatement of $0.8 million or .06 percent.

The control group was created by screening the Compustat database for companies with the traits of firms likely to disclose a material weakness in 2004. The screen was performed using three main determinants identified by Ge (2007). Ge examined traits of 779 companies disclosing material weaknesses from 2002 to 2005, and found that firms disclosing material weaknesses tend to be smaller, less profitable, and more complex. Ge used market capitalization as a proxy for firm size, and found a significant negative relationship between firm size and the likelihood of disclosing a material weakness. Income before extraordinary items over a two year period was used to measure profitability, and a significant negative relationship was found between profitability and the likelihood of disclosing a material weakness. The number of business segments reported for the company was used as a proxy for firm complexity, and Ge found a significant positive relationship between complexity and the likelihood of disclosing a material weakness. Ge found that firms are more likely to disclose a material weakness if; their market capitalization is less than $181 million, they are less profitable, and they operate with 3 or more business segments. To build a control set the Compustat database was screened to eliminate companies that did not match these criteria in the year 2004. This created a control set of 270 companies that did not disclose material weaknesses, but had characteristics of firms likely to disclose a material weakness. Of the 270 companies 45 restated assets during 2002–2003, with an average over-statement of assets of $.06 million or .47 percent. During 2005–2006 25 companies restated assets, with an average understatement of $.03 million or .21 percent. The following table outlines the descriptive statistics sample and control groups.

<table>
<thead>
<tr>
<th>Sample Group (n=155)</th>
<th>Mean</th>
<th>Median</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market Cap*</td>
<td>450.05</td>
<td>100.81</td>
<td>95.48</td>
</tr>
<tr>
<td>Profitability*</td>
<td>174.21</td>
<td>-6.12</td>
<td>167.14</td>
</tr>
<tr>
<td>Total Assets*</td>
<td>5773.06</td>
<td>135.89</td>
<td>4324.76</td>
</tr>
<tr>
<td># of Segments</td>
<td>2.11</td>
<td>1</td>
<td>0.13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control Group (n=270)</th>
<th>Mean</th>
<th>Median</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market Cap*</td>
<td>47.37</td>
<td>28.81</td>
<td>2.99</td>
</tr>
<tr>
<td>Profitability*</td>
<td>-24.50</td>
<td>-6.22</td>
<td>5.53</td>
</tr>
<tr>
<td>Total Assets*</td>
<td>159.55</td>
<td>32.65</td>
<td>38.00</td>
</tr>
<tr>
<td># of Segments</td>
<td>3.60</td>
<td>31</td>
<td>0.06</td>
</tr>
</tbody>
</table>

| METHODOLOGY / RESULTS |

Paired two sample t-tests are used first to evaluate the likelihood that a material weakness disclosure will lead to a subsequent restatement of total assets. This is done by comparing pre and post disclosure period total restated assets between the sample and control group. To evaluate whether restated financial
statements associated with material weakness disclosures provide useful information to current or potential investors, pre and post disclosure period Z-Scores are calculated and compared. The results of these tests are used to evaluate the overall effectiveness of current material weakness disclosure regulations.

If Compustat was unable to return complete data for a firm, it was removed from its group (either the sample group or control group). The number of observations listed in the each tables indicates the number of companies in that group for which full data was available.

**Average Restated Assets**

To control for differences in firm size between the control and test group, Total Restated Assets as a percentage of Total Assets were compared for each two-year period. The following hypotheses were tested:

**H0:** Average Restated Assets are not significantly different.

**H1:** Average Restated Assets are significantly different

First, F-tests were performed to determine whether the sample and control groups had equal or unequal variances. The variances for both the pre and post disclosure periods are significantly different, and t-tests assuming unequal variances were performed.

**2002-2003 (Prior Years) Results:**

The means for the test group (.0047) and the control group (.0046) indicate that neither group made restatements of a substantial nature in their financial statements for the two years prior to 2004. The p-value of .988, is much greater than the accepted level of significance (.05), which suggests that disclosing a material weakness in internal controls does not significantly increase the likelihood of making a restatement for the two years prior to the disclosure. The t-test results appear below:

<table>
<thead>
<tr>
<th>t-test: Percentage Restated Total Assets</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2002-2003)</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Variance</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>t-Stat</td>
</tr>
<tr>
<td>P(T&lt;=t) two tail</td>
</tr>
<tr>
<td>t Critical two-tail</td>
</tr>
</tbody>
</table>

2005-2006 (Subsequent Years) Results

The small means for the test group (.0006) and the control group (-.002) indicate that neither group made restatements of a substantial nature in the two years after 2004. The p-value of .24 is much greater than the accepted level of significance (.05), which suggests that disclosing a material weakness in internal controls does not significantly increase the likelihood of making a restatement for the two years subsequent to the disclosure. The t-test results appear below:

<table>
<thead>
<tr>
<th>t-test: Percentage Restated Total Assets</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2005-2006)</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Variance</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>t-Stat</td>
</tr>
<tr>
<td>P(T&lt;=t) two tail</td>
</tr>
<tr>
<td>t Critical two-tail</td>
</tr>
</tbody>
</table>

**Altman Z-Score**

A paired two sample t-test was used to evaluate the difference between Z-Scores calculated using initial financial statements and Z-Scores calculated using restated (if any) financial statements for companies in
the sample group. The following hypotheses were tested:

**H0:** Average Z-Scores are not significantly different

**H1:** Average Z-Scores are significantly different

2002-2003 (Prior Years) Results:

The average Z-Score calculated using initially reported financial statements is -0.39 while the mean Z-Score for the same companies using restated information (if any was reported) is -0.65. This decrease in Z-Score indicates that initially reported financial statements on average overstate a company's Z-Score, but a p-value of .321 indicates that the difference is not statistically significant. This indicates that disclosing a material weakness in internal controls does not result in a significantly greater likelihood of making a financially meaningful financial restatement. The t-test results appear below:

<table>
<thead>
<tr>
<th>t-test: Altman Z-Score Sample Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Original)</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Variance</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>t-Stat</td>
</tr>
<tr>
<td>P(T&lt;=t) two tail</td>
</tr>
<tr>
<td>t Critical two-tail</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Restated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-0.649</td>
</tr>
<tr>
<td>Variance</td>
<td>671.6</td>
</tr>
<tr>
<td>Observations</td>
<td>128</td>
</tr>
<tr>
<td>t-Stat</td>
<td>2.018</td>
</tr>
<tr>
<td>P(T&lt;=t) two tail</td>
<td>0.046</td>
</tr>
<tr>
<td>t Critical two-tail</td>
<td>1.979</td>
</tr>
</tbody>
</table>

2005-2006 (Subsequent Years) Results:

The mean Z-Score using originally reported financial information was -1.85 while the mean Z-Score for the same companies using their restated information (if any was reported) is -1.91. Since the P-Value is just below the significance level of .05 this may indicate that originally reported information was overstating the Z-Score and that disclosing a material weakness in internal controls could significantly increase the likelihood of presenting unreliable information to investors two years after disclosing a material weakness. While this difference of Z-Scores is significant at a statistical level, there is not likely an economic difference between the two groups of a significant level. This is because the average Z-Score for both groups is so far below the lowest Z-Score threshold that the difference between them is not likely significant enough to provide any substantial information to investors. The t-test results appear below:

<table>
<thead>
<tr>
<th>t-test: Altman Z-Score Sample Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2005-2006)</td>
</tr>
<tr>
<td>(Original)</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Variance</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>t-Stat</td>
</tr>
<tr>
<td>P(T&lt;=t) two tail</td>
</tr>
<tr>
<td>t Critical two-tail</td>
</tr>
</tbody>
</table>

CONCLUSIONS

The Sarbanes-Oxley Act of 2002 introduced mandatory public disclosures of material weaknesses in internal control over financial reporting for all SEC registered companies. The SEC’s definition of material weaknesses focuses on whether or not an error could have been material thus many organizations are forced to make disclosures of ineffective controls leading to public reports of material weaknesses under subjective terms. This means companies with unqualified financial statements may still be required to disclose a material weakness in their internal controls. Any material weakness in internal controls leads to an adverse opinion on the overall effectiveness of internal controls. This may leave investors, creditors, and others with the impression that an organization’s financial statements are not reliable, even though the
opinion on the financial statements is likely unqualified.

This paper examined the relationship between the disclosure of material weaknesses in internal controls, and concurrent and subsequent restatement of assets and changes in a firm’s financial health as measured by its Z-score. Concurrent and subsequent asset restatements were compared for firms disclosing material weaknesses with a control group. No significant difference was observed between total assets as originally reported and restated total assets. This suggests that the disclosure of material weaknesses does not provide investors with any new or useful information that rational investment decisions would rely on. Since the results of this analysis suggest that there may be no useful information supplied by this disclosure, it implies that the cost incurred by a company to discover and disclose this information outweighs the benefit it provides to interested parties.

To assess the impact of restated assets on measures of financial health, Z-scores were calculated prior to and subsequent to restatements (if any) for firms disclosing material weaknesses. No statistical difference was found between original and restated Z-scores for the two-year period prior to the disclosure, but a weak statistical difference was observed during the period subsequent to the disclosure. However, it is unlikely that the difference is economically significant as the average restated Z-score decreased from -1.85 to -1.92, which are both so far below the lowest Z-Score threshold of 1.8 (which indicates a poor financial position) that the difference between them is not likely significant enough to provide any substantial economic information to investors.

Sections 302 and 404 of the Sarbanes-Oxley Act (along with other requirements as well) have led to strained relationships between companies and their external auditors. While in the past management and external auditors worked together to ensure financial statements were presented in accordance with GAAP, it seems the external auditors now stand back and simply evaluate the decisions of management and assess penalties. Because of the subjective nature of the definition of a material weakness auditors are probably over-cautious with their examinations, leading to the conclusion that an otherwise immaterial item could potentially have been material, causing classifications of ineffective internal controls. The results of this study suggest that this may happen with some degree of regularity. These decisions greatly impact the cost of the audit, and the costs of compliance with Sarbanes-Oxley. It is likely that the costs of compliance incurred by a company, both internally and externally, outweighs the benefits provided to those interested in their financial documents. Further research could examine how much these costs outweigh the benefit provided to investors, or the impact these increased compliance costs have on a private companies decision of whether or not to go public.

Using the tests performed in this study it is apparent that the disclosure of a material weakness in internal controls in accordance with current legislations is not significantly related to a decrease in financial health, so the adverse opinions on internal controls may be unnecessarily, and adversely, impacting the opinions of those interested in a company’s financial statements. These results suggest that some sort of reform or revised definition of what constitutes a material weakness in internal controls by the SEC, along with guidance from the SEC for both management and external auditors on how to interpret and enforce a new definition, could reduce compliance costs and improve the quality of information provided to investors. Until then many SEC registered corporations may be susceptible to unnecessary costs; both monetarily and to their reputation.
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DISCRIMINATORY PRACTICES USING INDEPENDENT CONTRACTOR STATUS  
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Abstract

It is broadly understood that employers may not discriminate against a protected class in their hiring processes. Those protected classes include race, gender, national origin, etc. There are significant penalties under the law for those that violate the law. However, a glaring exception to the protection affording potential employees against protected class discrimination is the exception under the law for independent contractors. While not illegal in the employment of independent contractor sales staff, this paper will examine the employment practices of the real estate industry in selected larger communities for evidence of de facto discrimination on the basis of race.

Introduction and Legal Issues

The Civil Rights Act of 1964 became law only through great tenacity and great political skill. It had been initially proposed by President Kennedy. At the time of his assassination the Civil Rights Act was buried deep within the House Rules Committee. The chairman of that committee was Howard Smith a Democrat from Virginia. He vowed to never let the bill ever reach the house floor.

President Johnson went on the offensive to get the legislation passed. The effect of the Johnson political offensive resulted in individual congressmen receiving pressure from back home to pass the legislation. Congressman Smith allowed the bill to clear committee and Congress passed it 290 to 130. The bill then went on to the United States Senate where it faced an even tougher challenge. The majority of senators were in favor of the legislation; however, they did not have enough votes to defeat a filibuster. The Democratic leader in the senate was Mike Mansfield; he knew that if the bill was referred to the senate judiciary committee it would never come to vote on the Senate floor.

He proposed that the legislation would go straight to the senate floor bypassing the committee. A majority voted to bypass committee and the bill went straight to the Senate. Once there the bill faced a filibuster that lasted for 57 days. The only northern democrat to oppose the legislation, Robert Byrd, of West Virginia spoke for 14 hours and 13 minutes to prevent voting on the measure.

Without getting six republican votes the northern democrats did not have enough votes to force cloture. Senator Hubert Humphrey and Everett Dirksen worked out compromise legislation that got enough republican support to end the filibuster.

President Johnson signed the legislation in July of 1964. He sat his pen down and said that he just signed the death of the Democratic Party in the south for a generation. He was right.

Title VII of this act purports to end racial discrimination in employment. However, it contained two large holes. The first is that it only applies to businesses with fifteen or more employees. The second is that it does not apply to independent contractors.

This independent contractor exception has apparently allowed the real estate sales industry to escape the requirements of the Civil Rights Act.

Title VII did not define the term employer or employee and therefore left it for the courts to decide. As is typical in our federal system we ended up with three definitions and therefore three different tests.

One was the old common law right to control test; other courts applied an economic reality test; and still others used a hybrid test. Eventually, the United States Supreme Court in Nationwide Insurance v
Darden settled the issue. This was an ERISA case. The Employee Retirement Security Act has the same circular definition of employee as does Title VII. They define an employee as someone who is employed by an employer.

Darden had operated a Nationwide Insurance office from 1962 until 1980. He had a contract that prevented him from selling other company products. He received a percentage of policies sold and Nationwide contributed to a retirement account on his behalf, again based on sales.

In 1980 Nationwide terminated its relationship with Darden and refused to pay his pension because he began selling competitive products. The Fourth Circuit Court of Appeals ordered Nationwide to pay the pension since Darden was an employee. The Supreme Court reversed the decision applying old common law standards to define employee and independent contractor.

The Court held that “In determining whether a hired party is an employee under the general common law of agency, we consider the hiring party's right to control the manner and means by which the product is accomplished. Among the other factors relevant to this inquiry are the skill required; the source of the instrumentalities and tools; the location of the work; the duration of the relationship between the parties; whether the hiring party has the right to assign additional projects to the hired party; the extent of the hired party's discretion over when and how long to work; the method of payment; the hired party's role in hiring and paying assistants; whether the work is part of the regular business of the hiring party; whether the hiring party is in business; the provision of employee benefits; and the tax treatment of the hired party.”

This test was first applied in a sex discrimination case filed in New York State. Mary Lou Stetka received a real estate license and attended a six week training program at Hunt’s Real Estate in Orchard Park, New York. She was given an office and was required to attend weekly sales meetings and quarterly meetings involving all of the offices of Hunt Real Estate. She was also required to spend four hours per week answering phones. She had no other required work hours and was paid by commission only. She had to pay her own license fees and multi-listing fees. Hunt provided all office supplies and provided her with an office.

She claimed that she turned down a sexual advancement from the office manager. The office manager then punished her by not giving her certain listings. She filed a sexual harassment and discrimination action under Title VII.

The District Court granted summary judgment to Hunt Real Estate stating. “As Title VII [**23] and the New York State Human Rights Law do not permit actions to be raised by independent contractors, this determination precludes any inquiry into the actions of Eric Bowen. If such harassment could be proved, it is indeed unfortunate that Plaintiff has no recourse based on the employment discrimination laws. However, until such time as Congress sees fit to expand the scope of the federal discrimination laws, this court is bound to apply the relevant law in this case.

We doubt that any real estate agent would be protected by Title VII. As long as the independent contractor exception remains part of federal law. Statistically, it is clear that minorities are underrepresented in real estate offices.

Methodology

The analysis in this study was limited to twenty cities across the United States. These cities are listed below:

Los Angeles, Calif. Indianapolis, Ind.
Chicago, Ill. Jacksonville, Fla.
Houston, Tex. San Francisco, Calif.
Philadelphia, Pa. Columbus, Ohio
Phoenix, Ariz. Austin, Tex.
San Antonio, Tex. Memphis, Tenn.
San Diego, Calif. Baltimore, Md.
Dallas, Tex. Fort Worth, Tex.
San Jose, Calif. Charlotte, N.C.
Web sites of real estate firms from each of these cities were examined. In all 53 offices were examined. From the names and photographs of the sales persons shown on the web sites, the sales staff was categorized into the following groups:

<table>
<thead>
<tr>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>Hispanic</td>
</tr>
<tr>
<td>Black</td>
<td>Oriental</td>
</tr>
</tbody>
</table>

Next the percentage of the salespersons belonging to each of the above six categories was calculated. That percentage was then compared to the population percentages for these groups for the zip code where the office was located.

**Results**

It is widely believed that women are disproportionately represented in real estate sales staffs. The results of the analysis support that belief. In 64.15% of the offices, the percentage of women sales persons exceeded the percentage of women in the general population within the zip code. In contrast, men were underrepresented in 64.15% of the offices.

In examining the respective percentages of African-American representation in the sales staff, 54.72% of the offices were under-represented. In examining the offices where the ten largest percentages of African-American population, half of the offices showed serious under-representation as seen below:

<table>
<thead>
<tr>
<th>Population</th>
<th>Office</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Black</td>
<td>% Black</td>
</tr>
<tr>
<td>88.6%</td>
<td>100.0%</td>
</tr>
<tr>
<td>85.0%</td>
<td>95.8%</td>
</tr>
<tr>
<td>74.4%</td>
<td>59.1%</td>
</tr>
<tr>
<td>60.2%</td>
<td>8.0%</td>
</tr>
<tr>
<td>39.9%</td>
<td>0.0%</td>
</tr>
<tr>
<td>37.2%</td>
<td>40.0%</td>
</tr>
<tr>
<td>29.2%</td>
<td>7.1%</td>
</tr>
<tr>
<td>26.6%</td>
<td>8.0%</td>
</tr>
<tr>
<td>21.3%</td>
<td>32.0%</td>
</tr>
<tr>
<td>18.8%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Hispanic agents were under-represented in 58.49% of the offices. In the ten zip codes with the highest Hispanic population, again 50% of the offices were seriously under-represented as seen below:

<table>
<thead>
<tr>
<th>Population</th>
<th>Office</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Hispanic</td>
<td>% Hispanic</td>
</tr>
<tr>
<td>70.2%</td>
<td>61.1%</td>
</tr>
<tr>
<td>33.8%</td>
<td>68.0%</td>
</tr>
<tr>
<td>29.2%</td>
<td>0.0%</td>
</tr>
<tr>
<td>27.8%</td>
<td>30.0%</td>
</tr>
<tr>
<td>24.3%</td>
<td>26.3%</td>
</tr>
<tr>
<td>21.3%</td>
<td>4.0%</td>
</tr>
<tr>
<td>21.3%</td>
<td>8.0%</td>
</tr>
<tr>
<td>20.9%</td>
<td>4.5%</td>
</tr>
<tr>
<td>19.7%</td>
<td>28.0%</td>
</tr>
<tr>
<td>18.9%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

The most obvious under-represented in the real estate office was the Asian agent. In 75.47% of the offices studied, the percentage of the Asian population exceeded the percentage of Asian agents. In the top ten zip codes with the highest percentage of Asian population, only two offices had a higher percentage of Asian agents than the general population. In six offices, the percentage of Asian agents was substantially lower than percentage of Asians in the population as seen in the table below:

<table>
<thead>
<tr>
<th>Population</th>
<th>Office</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Asian</td>
<td>% Asian</td>
</tr>
<tr>
<td>52.5%</td>
<td>40.0%</td>
</tr>
<tr>
<td>44.9%</td>
<td>15.0%</td>
</tr>
<tr>
<td>38.0%</td>
<td>52.0%</td>
</tr>
<tr>
<td>26.4%</td>
<td>24.0%</td>
</tr>
<tr>
<td>14.5%</td>
<td>4.0%</td>
</tr>
<tr>
<td>13.7%</td>
<td>4.2%</td>
</tr>
<tr>
<td>13.0%</td>
<td>4.5%</td>
</tr>
<tr>
<td>12.5%</td>
<td>4.0%</td>
</tr>
<tr>
<td>12.3%</td>
<td>11.1%</td>
</tr>
<tr>
<td>11.9%</td>
<td>0.0%</td>
</tr>
<tr>
<td>10.4%</td>
<td>15.0%</td>
</tr>
</tbody>
</table>
Conclusions

The results of this study suggest that African-American, Hispanic, and Asian real estate agents are under-represented in real estate offices. Even in areas where the largest respective percentages of these groups, there is still evidence of under-representation.

These results are somewhat surprising. If the goal of the real estate firms is to maximize profits, it would be expected that the proportion of African-American, Hispanic, and Asian real estate agents would reasonably reflect the respective representation within the populations the offices serve. Often this was not the case.

In conjecturing explanations for these observed phenomena, several questions arise. For example, are there educational or economic barriers that limit employment opportunities for African-American, Hispanic, and Asian real estate agents? If educational barriers were present, then why would there be so large of an under-representation by Asians? According to the US Census, a much higher percentage of Asians have a four-year college degree than any other group.¹ Likewise, Asian poverty rates only slightly exceed the white population² and appear unlikely to explain their under-representation as real estate agents. In addition, the entry costs of becoming a real estate agent are relatively low as compared to many other occupations.

It is possible that there could be some cultural preferences that influence the success of some groups over others. Perhaps customers from one group may prefer real estate agents of the same group because of issues of language or distrust of other groups. However, if this was the explanation, offices in areas where the percentage of the population is high in a particular group, would have a high percentage of real estate agents from that group. As the data demonstrated, there is significant evidence to the contrary.

There may be other explanations for the observed differences in employment rates of African-American, Hispanic, and Asian real estate agents. However, it may well be possible that real estate brokers may be using the independent contractor status to circumvent the intent behind the 1964 Civil Rights Act of curtailing discrimination against protected classes.

---


² [http://www.infoplease.com/ipa/A0104520.html](http://www.infoplease.com/ipa/A0104520.html)

---
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PETRODOLLARS, GLOBALIZATION AND U.S INFLATION REVISITED
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Abstract
Globalization has profoundly affected the U.S. economy in recent years. We are interested in researching whether globalization in general and petrodollars recycling, in particular, contributed to changes in U.S. inflation. This paper evaluates the theoretical and empirical evidence bearing on the research question. Direct and indirect impacts of globalization are studied on data compiled from the U.S. Department of Commerce and the International Monetary Fund from 1990 to 2005. The direct impact is because of the cheaper cost of imported goods to the U.S as a component of Consumer Price Index. The indirect impact of globalization on U.S. inflation can be studied via the effects on wage, cost of capital, inflow of funds and the impacts of price of competing goods. Our findings show that globalization has a modest dis-inflationary effect on U.S inflation, given current circumstances. The recent spike in prices of oil, raw materials, commodities and agricultural produce in developing countries produces growing pressure on global low inflation and this will lead to decreased global prosperity in the years to come.

Introduction
In the decades that followed, two world wars, the Great Depression, and protectionist policies seemed to bring economic integration to an end. If we look back to post-World War II period, the external sector of the U.S. economy had a small overall impact on macroeconomic policy than it does today. Exchange rates for the dollar with respect to major currencies were fixed in a system in which the United States enjoyed the “exorbitant privilege” of being the reserve currency (Kohn, 2005). Currently, the U.S dollar is not privileged. The recovery of trading partners from WWII, the development of more sophisticated financial markets, the growth of trade, and the desire of other countries to pursue policies independent of Unites States brought about changes in the exchange rate system. In the early 1970s, U.S shifted from fixed exchange rates under the Bretton Wood system to the present managed float arrangements, in which the dollar’s value against major currencies is set by the market forces. This change along with advancement of technology and steady trends toward greater openness have integrated U.S economy with the rest of the world and hence the economy is more directly affected by foreign development and more global integration. Developments in ocean shipping have also facilitated the latest wave of globalization, e.g. larger and faster vessels and containerization of their cargoes. These developments (ocean shipping and containers) are not recent. However, offshore outsourcing is a recent development that has globalized the U.S. economy. These development combined with state-of-art logistics, have significantly lowered the costs of international transactions.

The first stage of globalization began with the collapse of the Soviet Union and German unification in 1990. That was followed by Eastern Europe opening for business, Latin America embarking on privatization, India emerging from its 1991 financial crisis and China gaining traction after its 1980s opening. The second decade of globalization is characterized by the maturing of places like China, India and Eastern Europe and their integration in the global economy. The barriers among countries have been largely eliminated among high-income countries and have been significantly lowered in middle-income countries, too. Billions of dollars of funds can move instantaneously among countries at the touch of a computer key (Thompson, 2007).

Since then, however, advanced technology and change in policy have worked together to reopened the borders and brought about more integration among nations. The U.S economy has advanced considerably over the last three decades, more than tripled the variety of international goods available to American consumers along with wealth of technological sophisticated new products at reasonable price. Recently the ration of trade to Gross Domestic Product (GDP) has approached 27%
by 2005 (International Financial Statistics, IMF, 2006), its highest point in at least a century. Availability of new goods and varieties through international trade has affected the welfare of U.S. citizens. Improved transportation technologies have reduced the cost of moving products. Improved communications and information technologies have also facilitated international commerce, particularly in trade in services. Improved communications and information technologies also underpinned rapid financial market developments and contributed to the massive gross flows of financial capital.

Some economists argue that U.S. economy is still “effectively insulated” from foreign competition, because imports and exports, respectively, only represents slightly over 10 percent of U.S GDP (Krugman 1994, 1995). Here the argument is on the degree of openness or “globalization” of the U.S. economy. There is no doubt that the process has an upward trend and it is inevitable unless some substantial policy changes take place. As Gamber and Hung suggested, increase in services—a mostly non-tradable sector—as a component of GDP means that the imports/GDP ratio underestimates the depth of U.S. reliance on imports. Goods imports as a share of total goods purchased represent over 30 percent of total purchased (survey of Current Business of the Bureau of Economic Analysis) and such finding suggest that imports have become an increasingly important component of final demand for goods by private sector. With higher demands for imported goods, change in import prices have not only directly affecting U.S. consumer prices but also indirectly adjusting competitive pressures on domestic producers to adjust their prices in response to change in import prices.

Capital Flow

In addition to further exposure of U.S. with foreign countries, the U.S becomes more globalized in terms of capital flows across its borders. The removal of regulations and barriers along with further economic growth in other countries allowed more capital inflow and outflows across the U.S border. U.S Private capital outflow which was roughly about 3 percent of GDP ($140 billion) per year during the 1980s, increased to 9 percent of GDP ($700 billion) by 1997. An U.S private capital inflow is more pronounced, as during 1997 it was 9 percent of GDP ($700 billion). Obviously the trend is toward greater capital inflow due to higher capital mobility and greater influence of foreign economies on U.S. Furthermore, direct investment abroad as a percentage of GDP increased from 13 percent in 1990 to 28 percent in 2004 (International Financial Statistics, IMF, 2006). All of these suggests that capital inflow and outflow and hence increase in capital mobility implies that foreign economic conditions will have greater influence on U.S. economy. The implication of the further flow of capital is the impacts on U.S. interest rates. Capital flow affects U.S. interest rates and hence cost of capital. This process can pertain up to the point that foreign investment find U.S. economy attractive. China alone has over $1.5 trillion dollars in its accounts. Golman Sachs has predicted that, by 2040, five emerging-market countries—China, India, Brazil, Russia and Mexico—will together have a larger economic output that the G-7 countries, the seven Western nations that have dominated global affairs for centuries.

The impact of further mobility of capital is not only affecting U.S but also other countries as well. A recent example is that the Reserve Bank of India (equivalent to the Federal Reserve in the U.S) has been trying to combat excessive capital inflows (foreign direct investment and speculative real estate investment) from 2006. Some research argue that when the capital inflow takes the form of foreign direct investment, the inflow often improves access to international best practices in production, including managerial, technical, and marketing know-how. Therefore global investment like trade benefits both sides of the transaction. This benefits, in turn can lead to higher real income and wages (Chicago Fed Letter, April 2001).

Recycling Petrodollars

After the OPEC oil embargo of 1973, oil prices jumped from an average of slightly less than $4.00 a barrel to $11.40 a barrel in 1974 (or in 2005 dollar, oil price increased from $16.75 to $45.40 a barrel). Second major oil shock was in 1979-80 with Iranian
Revolution pushing oil prices from approximately $14.00 a barrel to $37.20 a barrel in 1980 (or from $41.95 to $88.25 a barrel in 2005). The third episodes of price volatility occurred gradually and oil prices average just $25.00 a barrel in 2003 and climbed modestly in 2003. In early 2004, price began a strong upward trend, averaging $37.75 a barrel that year, $53.35 in 2005, and $65.35 over the first ten months of 2006. (Higgins, Klitgard, Lerman, 2006). By 2008, price of oil reached at $135 a barrel, more than doubling from the 2006 price.

The three episodes of price volatility generated large swings in export revenues for oil-exporting countries. Since 1972 oil revenues has been increasing from $24 billion to $117 in 1974 and to roughly $275 billion in 1980 and $250 billion in 1981. Significant increase is in 2002-2006 with increase of oil revenues from $300 billion to $970 billion. This has increased oil exporters’ saving from roughly 28% of GDP in 2003 to 39% in 2006 without much increase in investment. Tracking petrodollars is difficult because other major countries do not report details of financial transactions with oil exporters. Also, oil exporters’ revenues could be deposited in another country and then being used to purchase U.S assets. Since the financial flow coming from another country rather than oil exporter country, tracking the original source of funds entering U.S is difficult.

Given the complication of this portion of the study, we rely on limited data to justify that the increase in saving has been allocated to purchase of foreign assets directly or indirectly (See Table 1).

<table>
<thead>
<tr>
<th>Table 1: Global Current Account Balances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>surpluses</td>
</tr>
<tr>
<td>Oil exporters</td>
</tr>
<tr>
<td>Emerging Asia</td>
</tr>
<tr>
<td>Japan</td>
</tr>
<tr>
<td>Western Europe</td>
</tr>
<tr>
<td>Deficits</td>
</tr>
<tr>
<td>United States</td>
</tr>
<tr>
<td>Other countries</td>
</tr>
<tr>
<td>Global Discrepancy</td>
</tr>
</tbody>
</table>

Sources: International Monetary Fund (IMF) and Newyorkfed.org/research/current_issues

Oil exporters have two options to utilize with oil revenues; to import more goods and services or to purchase foreign financial assets in international capital markets. It is estimated that that export revenues for 2006 is about $980 billion, just half of that or about $475 billion has been going to increases net purchases of foreign financial assets (Higgins, Klitgaard, and Lerman, 2006). The U.S deficit is projected to reach almost $870 billion in 2006, up roughly $400 billions from 2002. Thus, U.S has been the only major economy willing to take on sizable foreign liabilities during the period of rising oil prices. As indicated in Table, increase in net financial inflows to the U.S is roughly matching the increase in net outflows from oil exporters.

Indirect petrodollar recycling should also have an effect on interest rate, exchange rates and other asset prices. As in most oil producing countries, oil industry mostly through central bank purchases of foreign exchange reserves. is owned by the state, as a result the major player is official sector in petrodollar recycling as shown in Table 2.

<table>
<thead>
<tr>
<th>Table 2: Net Foreign Investment of oil Exporters, Billions of U.S Dollars</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>Net foreign investment</td>
</tr>
<tr>
<td>Private investment</td>
</tr>
<tr>
<td>Official investment</td>
</tr>
<tr>
<td>Foreign Exchange Reserves</td>
</tr>
</tbody>
</table>

Sources: International Monetary Funds and www.newyorkfed.org/research/current_issues

Wage Effect

Another way that globalization affecting the costs of production is through increase in global labor force and further outsourcing. Global outsourcing reduces supervisory and administrative expenses, lowers effective wage rates through the use of offshore workers, and eliminates payment for nonproductive time and workers’ benefits (such as health insurance, liability insurance, and workers’ compensation) and reduces operating costs. Some research suggests that this depresses wage rates for remaining workers and creates fewer job opportunities in many occupations.
(Ansberry, 2003b and 2003c). The other issue is changing technology and trade patterns that put high-skilled workers in increasing demand, reducing the demand for less-skilled workers. Skilled workers are enjoying rapid wage increases, but unskilled workers have had very slow wage rises in recent years.

Purpose of This Study

This paper evaluates the theoretical and empirical evidence bearing on the question of whether globalization and petrodollars recycling contributed to significant changes in inflation performance in U.S. We are assuming that the impact of globalization can be direct and indirect. Direct impact is through the cheaper imported goods to the U.S as a component of Consumer Price Index. Indirect impacts are through the effects on wage, cost of capital, inflow of funds and the impacts of price of competing goods.

Data for analysis is complied from the Department of Commerce and IMF for period of 1990-2005.

Review of Literature

Gain from Trade

Classical international trade theory postulates that the opening of an economy to trade improve welfare by allowing consumers to have access to cheaper products and a wider range of goods than consumers in closed economies. The assumption is no one country can produce all of the varieties available in the world. In this model, most gain of trade is measured directly by the number of variables.

Globalization involves increasing integration of economies around the world, from the national to the most local levels, hence promoting not only trade among nations but also movement of technology, information, investment and people. Some study has shown that when country engages in international trade, its households’ real purchasing power rises because they can obtain at lower cost the goods and services they have been buying. Also a country engages in international trade, it can produce gross domestic product (GDP) from its land, labor and capital because it is not using them to produce something that can produce in another country at lower resource costs (Thompson, 2007). In this process industries rise and fall and rise again in other countries at a very rapid rate. What is clear is that one of the great benefits of globalization is the manner in which it increases wage rates and purchasing power in previously low-income countries. This has happened over and over again in the past half century. (Ibid)

Not all agree that globalization is working for everyone. Stagnating wages and rising job insecurity in developed countries are creating popular disenchantment with the free movement of goods, capital and people across borders. This group argues that in theory, less-developed countries win from globalization because they get jobs making low-cost products for rich countries. Rich countries win because, in addition to being able to buy inexpensive imports, they also can sell more sophisticated products like machine tools or financial services to emerging economies. The first win is there, but the second win is going to the owners of capital rather than labor,” says Stephen Roach, chief economist at Morgan Stanley (The Wall Street Journal, January 25, 2007). As a result ever-larger share of national income in the U.S, Japan and Western Europe is going to company profits. The share that flows to workers is dwindling. Many companies in the U.S and Europe threatening to move production abroad and as a result real labor incomes in the U.S have grown at roughly half the rate of labor productivity (Roach, 2007).

In addition, business executives and others have long hailed globalization’s anti-inflation impact, but economists don’t consider it a clear –cut case. There has been some study measuring the welfare gain of globalization from global variety growth. Broda and Weinsein (2005) find that the value to consumers of global variety growth in the 1972-2001 periods was roughly $260 billion. They assumed the number of domestic varieties remains the same when the number of imported varieties increases. Such estimate of gain from trade was much larger than the previous findings of Feenstra (1992) and Romer (1994) where they measured gains from eliminating protectionism.
In the late 1990s, both unemployment and inflation were falling in U.S. Typically falling unemployment fuels wages and, thus, higher prices. Many economists concluded that information technology had triggered acceleration in productivity and contributed to price stability despite a rapid growth of GDP. In year 2002-2005, with productivity growth leveling off and unemployment declining, economists including Alan Greenspan has fingered globalization as a missing variable contributed to lower inflation in the United States of America.

The integration of the former Soviet Union, China and India into world markets would “approximately double the overall supply of labor,” (Greenspan, 2006) and prove a major contributor to the disinflationary pressures that have been evident in the global economy.

Fed research suggested that low import prices may have knocked from one-half to one percentage point off the underlying inflation rate in the past decade (Donald Kohn, 2005). The question is how much of that decline was because of the strong dollar and increased manufacturing efficiency in the U.S and abroad, not globalization is an empirical question.

Another study estimates growing imports from China have cut U.S inflation by at most 0.1 percentage point in recent years. More over, many workers facing the greatest growing pressure for wage and benefit cuts in industry due to foreign competition. Maury Harris, chief economist at UBS Securities, notes that wage growth in services industries rose to 3.2% in 2005 (from 2.7% in 2004), but in manufacturing, the sector most exposed to global competition, fell to 2.3% from 2.6% in 2004. Often the mere threat that production may move overseas is enough to trigger wage concessions. Thus such “threat effect” has pressed wages and benefit down.

According to Donald Kohn (2005), globalization has widened product choice everywhere and lowered costs to consumers by improving the global allocation of resources and moving factors of production into their more effective uses. More of the concerns of the globalization arise from the potential consequences of adding these workers to the global network of production and distribution. At the beginning low wages reflected their low productivity under rigid economic and political systems they were saddled with. But as they become more productive as they acquire more tools, capital, training, and the freedom to make choices, then their real wages will rise on average. With introduction of large numbers of new workers into global economy, we would expect to see downward pressure on the compensation of low-skill workers in developed nations. At the same time, prices of goods and services imported from newly industrialized economies will decline relative to the prices of the products they buy from us, effectively raising the real incomes of U.S citizens.

Several observers have argued that increased trade has been an important factor in the downtrend in inflation over the past two decades (Greenspan, 2005) and (Rogoff, 2003). One channel is said to be through greater competitive pressures and another through increased support for price stability engendered by the competitive environment. Globalization might restrain prices and wages in those sectors in which imports play an increasing role, but how does it hold back the average wage and price level? And, how do we reconcile the sense of greater competitive pressures with record levels of profits—and capital income more generally—in the United States?

The view that China’s exports surge has contributed importantly to decline in global inflation, and adds to the risk of global deflation, is not universally shared (Anderson, 2002, Noland and Posen (2002). Critiques of this view argue that it is unlikely that China have a pronounced deflationary effect on the global economy. First, as large as China’s economy is in dollar term, and as rapidly as it has grown, it still accounts for only 5 percent of global exports and GDP; therefore, it seems unlikely that it could restrain global activity and prices much by itself.

Roach (2002a) referred to Asia as “as exporter of deflation to the rest of the world and China is leading the way.” He found out that among other factors since share of imports from China in U.S GDP is relatively low, these imports are unlikely to impact the general price level.
While some research (IMF, 2003) has looked into impact of China’s CPI inflation on foreign inflation, it is generally understood that it is China exports and exports prices that are most likely to be influencing foreign prices. Anderson (2002) provides a broad-ranging and insightful analysis of China’s impact on foreign activity and prices, but does not provide estimates of aggregate effects. Young (2003) takes a general look at China’s impact on prices in Japan, but does not come up with estimates of the effect.

Kamin, Marazzi and Schindler (2004) found out that China’s share of U.S import since 1993 has lowered share of import price inflation by about 0.8 percentage per year; given the relatively low share of imports in U.S GDP, however, the ultimate impact on the U.S consumer prices has likely been quite small. They estimated that Chinese exports lowered average annual import unit value inflation in a largest set of economies since 1993 by about 1/10 to 1/4 percentage point, and by 1 percentage point in the United States of America.

Gamber and Hung (2001), used data for 1987-1992 find that import prices exert a greater impact on prices of products in industries faced with greater import penetration. Their result suggests that increased globalization has helped prolong the U.S expansion in 1990s by holding down inflation, thereby allowing the Fed to let the economy continue growing. But they caution against the view that globalization makes it possible for excess foreign capacity to help dampen U.S inflationary pressure in the midst of a strong recovery. Furthermore, they argue that high foreign excess capacity accounts for much of the decline in U.S inflation of 1990s.

Krugman (1994, 1995) and Irwin (1996) have looked at whether the United States has become more globalized over the past decade. They find that trade with the rest of the world is not a significant or rapidly growing influence on the U.S economy. Swagel (1997) investigated to see whether prices of foreign good influence domestic prices through the competing goods effect. He finds a statistically significant but small impact in 10 of the 19 industries in his sample. Slaughter and Swagel (1997) find that increased globalization had a modest impact on wages of industrial countries. Tootel (1998) who investigated the impacts of foreign capacity utilization on U.S inflation finds a very little or no impact of foreign capacity utilization on domestic inflation. Kohen (2005) study found out that decline in import prices since the mid-1990s has shaved between 1/2 and 1 percentage point off core inflation over the past ten years.

Empirical Analysis

This paper utilizes data, 1990-2005 to assess the impact of import price on U.S inflation. We assume that import price have influenced domestic inflation in two different ways, one through competition with imported goods, which made it difficult for domestic producers to raise their price. We are assuming that imported goods and domestic products are perfect substitute for one another. Second, the impacts of cheap imported raw material on costs, and thus on the finished product prices of U.S goods and services will be considered. The U.S consumer price (P) is a weighted average of two components-the dollar price of imported goods (Pim) and the price of other goods and services- non-imported (Pot).

\[ P = \alpha P_{im} + \beta P_{ot} \]

In Equation (1), \( \alpha \) and \( \beta \) represent the shares of imported and non-imported goods respectively. We assume domestic prices are set based on marginal cost pricing; which is a function of the cost of capital, unit labor cost and cost of imported inputs. Thus, price of non-imported goods (Pot ) also depends upon several factors; cost of capital (i), unit labor cost (w), price of imported raw material (Prm) excluding energy and \( X \) represents other factors that could influence Pot .

\[ P = f(\; i, \; w, \; P_{rm}, \; X) \]

\[ P_{ot} = \beta_1 i + \beta_2 w + \beta_3 P_{rm} + X \]

\[ \beta_1 > 0 \; \beta_2 > 0 \; \beta_3 > 0 \]

(3) \[ P_{rm} = f(\; CUf) \]

\[ P_{rm} < 0 \]

(4) \[ P_{ot} = \beta_1 i + \beta_2 w + \beta_3 P_{rm} + \beta_4 CUf + X \]

Equation (2) represents an increase in cost of capital (i) will increase Pot and P by increasing the marginal cost. An increase in wage (w) and P rm will increase Pot and P by raising the variable costs of production.
We also assume that falling import prices could result in lowering the unit labor cost of domestic firms.

Equation (3) represents that the impacts of foreign capacity utilization \( (CU_f) \) on import price \( (P_{rm}) \). In this paper, foreign capacity utilization is measured based on the deviation of GDP from estimates of the potential GDP of the major trading partners of U.S. Foreign capacity utilization is assumed to affect the prices of foreign goods. Foreign goods prices, then, help determine U.S import prices. In addition, U.S import prices may affect U.S inflation both directly and indirectly as represented by Equation (4). As import prices fall, U.S consumer price will fall directly by the proportion of \( \alpha \). Moreover, as interest rate, wage and price of raw material fall we will observe indirect impacts on U.S consumer price, second third and fourth terms in equation (4). Throughout the direct and indirect effects, a decrease in import prices will dampen U.S inflationary pressure and keep U.S economy in expansionary period.

For Equations (1), (2), and (3), OLS is going to be used. However, to have a more complete model, it might be a good idea to run OLS on the estimated values of \( P_{rm} \) and \( Pot \) obtained from step 1. Therefore, we could also use a three-stage least square method with merely needing to be careful about the standard error adjustment.

Table 3: Goods Imports Relative to Total Demands for Goods, in Billion of dollar

<table>
<thead>
<tr>
<th>Year</th>
<th>Personal consumption of Goods</th>
<th>Imports</th>
<th>Imports/total consumption</th>
<th>Other goods</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>3839.9</td>
<td>630.3</td>
<td>16.4%</td>
<td>83.59</td>
</tr>
<tr>
<td>1991</td>
<td>3986.1</td>
<td>624.3</td>
<td>15.7%</td>
<td>84.34</td>
</tr>
<tr>
<td>1992</td>
<td>4235.3</td>
<td>668.6</td>
<td>15.8%</td>
<td>84.21</td>
</tr>
<tr>
<td>1993</td>
<td>4477.9</td>
<td>720.9</td>
<td>16.1%</td>
<td>83.90</td>
</tr>
<tr>
<td>1994</td>
<td>4743.3</td>
<td>814.5</td>
<td>17.2%</td>
<td>82.83</td>
</tr>
<tr>
<td>1995</td>
<td>4975.8</td>
<td>903.6</td>
<td>18.2%</td>
<td>81.84</td>
</tr>
<tr>
<td>1996</td>
<td>5256.8</td>
<td>964.8</td>
<td>18.4%</td>
<td>81.65</td>
</tr>
<tr>
<td>1997</td>
<td>5547.4</td>
<td>1056.9</td>
<td>19.1%</td>
<td>80.95</td>
</tr>
<tr>
<td>1998</td>
<td>5879.5</td>
<td>1115.9</td>
<td>19.0%</td>
<td>81.02</td>
</tr>
<tr>
<td>1999</td>
<td>6282.5</td>
<td>1251.7</td>
<td>19.9%</td>
<td>80.08</td>
</tr>
<tr>
<td>2000</td>
<td>6739.4</td>
<td>1475.8</td>
<td>21.9%</td>
<td>78.10</td>
</tr>
<tr>
<td>2001</td>
<td>7055.0</td>
<td>1399.8</td>
<td>19.8%</td>
<td>80.16</td>
</tr>
<tr>
<td>2002</td>
<td>7350.7</td>
<td>1430.3</td>
<td>19.5%</td>
<td>80.54</td>
</tr>
<tr>
<td>2003</td>
<td>7709.9</td>
<td>1546.5</td>
<td>20.1%</td>
<td>79.94</td>
</tr>
<tr>
<td>2004</td>
<td>8214.3</td>
<td>1797.8</td>
<td>21.9%</td>
<td>78.11</td>
</tr>
</tbody>
</table>

Source: Bureau of economic Analysis

Table 4: U.S Percentage of Imported from Major Trading Partners-1990-2005

<table>
<thead>
<tr>
<th>Year</th>
<th>China</th>
<th>Western Europe</th>
<th>Japan</th>
<th>Canada</th>
<th>Mexico</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>5.4</td>
<td>38.3</td>
<td>17.1</td>
<td>29.2</td>
<td>10</td>
</tr>
<tr>
<td>1991</td>
<td>6.6</td>
<td>35.6</td>
<td>16.7</td>
<td>29.6</td>
<td>11.5</td>
</tr>
<tr>
<td>1992</td>
<td>8.2</td>
<td>35.2</td>
<td>15.2</td>
<td>28.6</td>
<td>12.9</td>
</tr>
<tr>
<td>1993</td>
<td>9.4</td>
<td>34.7</td>
<td>14.2</td>
<td>29.7</td>
<td>12.4</td>
</tr>
<tr>
<td>1994</td>
<td>10</td>
<td>33.7</td>
<td>13.8</td>
<td>29.4</td>
<td>13.1</td>
</tr>
<tr>
<td>1995</td>
<td>10.7</td>
<td>34</td>
<td>15</td>
<td>29.5</td>
<td>10.8</td>
</tr>
<tr>
<td>1996</td>
<td>11.1</td>
<td>33.8</td>
<td>14.5</td>
<td>28.5</td>
<td>12.2</td>
</tr>
<tr>
<td>1997</td>
<td>12</td>
<td>33.1</td>
<td>12.6</td>
<td>28.7</td>
<td>13.7</td>
</tr>
<tr>
<td>1998</td>
<td>12.8</td>
<td>34.6</td>
<td>10.4</td>
<td>27.8</td>
<td>14.3</td>
</tr>
<tr>
<td>1999</td>
<td>13.6</td>
<td>35.3</td>
<td>9.5</td>
<td>27.2</td>
<td>14.4</td>
</tr>
<tr>
<td>2000</td>
<td>14.4</td>
<td>34.7</td>
<td>9.4</td>
<td>25.4</td>
<td>16.1</td>
</tr>
<tr>
<td>2001</td>
<td>15.4</td>
<td>36</td>
<td>8.7</td>
<td>24.6</td>
<td>15.3</td>
</tr>
<tr>
<td>2002</td>
<td>18.4</td>
<td>36.2</td>
<td>7.6</td>
<td>23.6</td>
<td>14.3</td>
</tr>
<tr>
<td>2003</td>
<td>20.7</td>
<td>36.1</td>
<td>7.1</td>
<td>23</td>
<td>13.2</td>
</tr>
<tr>
<td>2004</td>
<td>23.2</td>
<td>35.1</td>
<td>6.4</td>
<td>22.3</td>
<td>13</td>
</tr>
<tr>
<td>2005</td>
<td>25.5</td>
<td>34.1</td>
<td>5.8</td>
<td>22.1</td>
<td>12.6</td>
</tr>
</tbody>
</table>

Source: Bureau of Labor Statistics, U.S Department of Labor

Table 5: Variables Being Used in Analysis

<table>
<thead>
<tr>
<th>Variable</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P )</td>
<td>Inflation rate- (Percentage change in CPI)</td>
</tr>
<tr>
<td>( Pot )</td>
<td>Price of non-imported goods GDP deflator (percentage change)</td>
</tr>
<tr>
<td>( P_{im} )</td>
<td>Price of Imports- Import Price Index (Percentage change)</td>
</tr>
<tr>
<td>( Pot )</td>
<td>Percentage change in non-imported goods &amp; Services-GDP deflator</td>
</tr>
<tr>
<td>( i_r )</td>
<td>Interest Rate- long-term rate (Cost of capital)</td>
</tr>
<tr>
<td>( w )</td>
<td>Unit Labor Cost- Manufacturing Wage rate (percentage changes)</td>
</tr>
<tr>
<td>( P_{rm} )</td>
<td>Price of raw-material- non-fuel commodity price index</td>
</tr>
<tr>
<td>( CU_f )</td>
<td>Capacity Utilization rate-GDP Gap</td>
</tr>
</tbody>
</table>

The Impacts of Foreign Countries on U.S Inflation
There are different ways that trade with other nations can influence U.S. inflation.

(a) Capital Flow Channel

High saving rate in other nations search for high rate of return. If they find out that U.S. real rate of interest is higher, then foreign capital will flow to U.S. this inflow of capital (higher supply of loanable funds) can put downward pressure on U.S. long-term interest rates and push up the security prices, thereby lowering the cost of capital. The decrease in cost of capital will enhance further investment and hence productive capacity, helping lower long-run marginal costs of production. This will help dampen the pressure on PPI even if the U.S. economy is in expansionary period.

(b) Wage Effect

There are several factors affecting U.S. bargaining power in wage negotiation. Deregulation and less restrictions on mobility of capital and investment, weakening of labor union and further outsourcing, have contributed to U.S. firm better bargaining power in wage negotiation. U.S. firm can choose to move their production abroad and take advantages of lower wages there. This will lower the unit costs and in turn help mitigate the inflationary pressure coming from rising labor costs.

(c) Trade and Exchange Rate

U.S. higher real rate of interest attract more capital inflow and hence affect the dollar value. A stronger dollar will lower import prices and lower U.S. consumer prices. In addition, falling import prices can lower domestic prices, as U.S. firms will have to either enhance productivity or accept lower profit margins to stay competitive. It has been argued that U.S. producers cannot raise their price even when cost pressures begin to appear, because doing so when foreign prices remain moderate would seriously diminish their market share. In addition, dollar value can influence the U.S. exports, imports, hence net exports, and domestic inflation.

(d) Foreign Capacity

Foreign capacity affect U.S inflation through its effect on foreign inflation. Deviation of GDP from estimates of its potential level were used as a measure of excess capacity in the major trading partners of U.S. (China, Japan, Canada, Western Europe and Mexico).

Table 6: Percentage Change in Total Earning in Manufacturing-1990-2005

<table>
<thead>
<tr>
<th>Year</th>
<th>Percentage Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>1.20</td>
</tr>
<tr>
<td>1991</td>
<td>2.34</td>
</tr>
<tr>
<td>1992</td>
<td>5.46</td>
</tr>
<tr>
<td>1993</td>
<td>6.90</td>
</tr>
<tr>
<td>1994</td>
<td>0.41</td>
</tr>
<tr>
<td>1995</td>
<td>5.89</td>
</tr>
<tr>
<td>1996</td>
<td>5.72</td>
</tr>
<tr>
<td>1997</td>
<td>-1.02</td>
</tr>
<tr>
<td>1998</td>
<td>2.43</td>
</tr>
<tr>
<td>1999</td>
<td>-1.15</td>
</tr>
<tr>
<td>2000</td>
<td>-7.06</td>
</tr>
<tr>
<td>2001</td>
<td>-1.04</td>
</tr>
<tr>
<td>2002</td>
<td>-1.77</td>
</tr>
<tr>
<td>2003</td>
<td>2.60</td>
</tr>
<tr>
<td>2004</td>
<td>3.46</td>
</tr>
</tbody>
</table>

Source: Bureau of Labor Statistics

Findings and Conclusion

The following reports the coefficient estimates of equation (1-4). Standard errors are presented in parentheses below the parameter estimates. Our findings show a positive but not statistically significant relationship between domestic inflation and import price inflation, with R-square of 82%. With β coefficient of 1.11 indicates that a 1% increase (decrease) in average import price leads to 1.1 percent increase (decrease) in domestic price inflation. Our findings did not support the role of foreign capacity utilization, on import price as the relationship between dependent and independent variable was negative and insignificant. One reason is that China GDP gap was not available and we only used average of other trading partners. Then we included capacity utilization as an explanatory variable in equation (4), then it shows greater impact through other channels such as capital flow channels and wage effect, besides import prices but still it was insignificant.

In short, under current circumstances, the globalization could have only a modest dis-
inflationary effect on U.S inflation. But if some fundamental factors changes such as appreciation of these country's exchange rates, increase in demand, commodity price and wage increase then these will reduce the degree of downward pressure on U.S inflation as it has been noticeable in recent years. Recently, it has not been just oil price that become higher, commodity prices are at a 200-year high and raw materials of all kinds are increasingly dear. Agricultural produce is now so expensive that developing countries face a growing political problem of how to respond to food inflation. These pressures will surely at some point end the era of low inflation that has undergirded global prosperity.

\[ P = 0.18 + 1.11 P_{im} + 1.19 P_{ot} \]
\[ (0.37) \quad (3.1) \quad (0.16) \]

\[ (2) \quad P_{ot} = 1.06 + 0.24 i -0.05w + 3.45 P_{rm} \]
\[ (0.66) \quad (0.13) \quad (0.5) \quad (2.4) \]

\[ (3) \quad P_{rm} = 0.0049 - .029 CU_{f} \]
\[ (0.02) \quad (0.024) \]

\[ (4) \quad P_{ot} = 2.8-0.11i+0.057w+1.98 P_{rm}+0.66 \quad CU_{f} \]
\[ (1.45) \quad (0.28) \quad (0.09) \quad (2.5) \quad (0.49) \]

**Recommendations**

One of the challenges in the U.S is the education system, which is not flexible enough for the fast changing global environment. One strategy is to have a better education system from preschool onward to prepare global ready graduate. And a short term remedy is to have more assistance for workers who are laid off and are victim of globalization. Other support program can be retraining of workers who lose their jobs; a bigger role of public sector in the free market economy.
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TOOLS FOR DRIVING EXCELLENCE IN AN ACCOUNTING PROGRAM: THE BALANCED SCORECARD AND STRATEGY MAPPING
Larry N. Bitner, Shippensburg University
Mary D. Myers, Shippensburg University

ABSTRACT

Excellence in any academic program is driven by a sound process for strategic planning and a well defined and implemented performance measurement system. In fact, the need for sound planning and assessment practices has been increasingly recognized by entities both internal and external to the university. For example, declining enrollments and decreases in financial resources have forced universities to require strategic planning and assessment at all levels. Further, accrediting agencies are increasing their emphasis on proper planning and assessment. This paper develops an appropriate planning and assessment program for an accounting program based on Kaplan and Norton’s balanced scorecard. Four interrelated initiatives define what value-creating processes are needed for the program to achieve its objectives. Additionally, measures needed to capture the realizations of these initiatives are provided. Building on these initiatives and measures, a comprehensive strategy map is then constructed to provide the pathway to meet the objectives. The most important part of an effective implementation of any performance system is identifying readily available metrics for each measure. These metrics must be monitored and used for evaluating performance. To that end, for each initiative measure, target metrics are identified. Finally, we drive the balanced scorecard down to the faculty level. Scorecards are created for individual faculty members along with performance metrics to guide their actions. We posit that as constituencies manage their metrics, the program will move toward its goal of excellence.

Introduction

The purpose of this paper is to demonstrate how the balanced scorecard (BSC) and a relevant strategy map can be used in the assessment and strategic management of an accounting program. Originally developed for the private sector, the BSC offers a comprehensive means of assessment and a framework for management of program, by “translating an organization’s mission and strategy into a comprehensive set of performance measures that provides the framework for a strategic measurement and management system” (Kaplan and Norton, 1996). It defines four critical performance areas, or “perspectives,” along with multiple performance measures, that serve to assess whether objectives have been or are being accomplished.

While the use of multiple performance measures has been commonplace in the assessment of accounting programs (Gainen and Locatelli, 1995; Apostolou, 1999), the BSC offers the advantage of linking measures directly to mission and strategic plan. In this paper, a specific mission is proposed, and the initiatives are redefined for an academic setting. This is followed by the development of a comprehensive strategy map that informs participants in the program as to what actions need to be taken to achieve program objectives. Performance measures for each initiative are identified. Finally, metrics and related targets are developed for each performance measure.

The need for a sound process for strategic planning and a well defined and implemented performance measurement system has been increasingly recognized by entities both internal and external to the university. Declining enrollments and decreases in financial resources have forced universities to require strategic planning and assessment at all levels. Further, accrediting agencies are increasing their emphasis on proper planning and assessment. This paper develops an appropriate planning and assessment process for an accounting program.

The Balanced Scorecard

The balanced scorecard is a sophisticated and complex performance measurement and management system that ties an entity’s performance to its mission and strategic plan. Its complexity derives from the
use of four perspectives with multiple performance measures. The performance measures within each perspective are identified from an entity’s mission and encompass both leading indicators and lagging measures that drive performance and provide feedback for evaluating how well the entity is accomplishing its mission. It is sophisticated in the sense that the list of performance measures is compiled systematically based on an entity’s mission, vision, and strategy. As such, it provides a comprehensive and integrative means of assessment and framework for strategic management.

Traditionally employed in the for-profit sector, the balanced scorecard measures performance along four perspectives (Kaplan and Norton, 2001):

1. Financial – the strategy for growth, profitability, and risk viewed from the perspective of the shareholder.
2. Customer – the strategy for creating value and differentiation from the perspective of the customer.
3. Internal business processes – the strategic priorities for various business processes that create customer and shareholder satisfaction.
4. Learning and growth – the priorities to create a climate that supports organizational change, innovation, and growth.

The integrative nature of the scorecard is illustrated in Exhibit 1.

The design of the BSC requires a clearly defined mission statement that is communicated to and accepted by participants. Strategies or goals are identified for each perspective and should reflect the mission of the entity. For each goal, multiple performance measures are identified, along with expected success rates.

The intuitive appeal of the BSC lies in the fact that it retains the measures of financial performance traditionally employed in the for-profit sector – the lagging outcomes performance measures – while adding leading indicators that drive future performance. The traditional financial measures tend to be internal and ex post. The addition of measures along the other perspectives adds other dimensions to the measurement system. Most are nonfinancial in nature and provide external and ex ante perspectives. These tend to be the drivers of performance. The end result is that the BSC reflects not only how well an entity is performing but also tells it how to get to where it wants to be. In other words, it is not just a performance assessment tool, but also a strategic planning and communication device.

![Managing Strategy: Four Processes](image)


The use of the BSC offers several unique advantages (Storey, 2002, p. 325):

- Although it employs the multiple measures concept, the BSC can serve to limit the number of measures to what are considered the key measures.
- Its use guards against suboptimization of behavior where pursuit of excellence in one area may result in neglect of other important areas.
- It requires wider involvement of participants in the education process by putting strategy and mission at the center of the process. As such, it helps achieve goals that have been agreed upon by participants.
The Balanced Scorecard in an Academic Setting – Literature Review

Current AACSB standards require that academic business units undertake procedures similar to those required for the development and use of the balanced scorecard. The driving force for any business program should be its mission statement. The mission then provides a framework for a strategic management system. Assessment methods should provide feedback on how well the academic program is performing according to its mission and strategy. Further, it should provide opportunities for changes in the strategy itself, allowing for the continuous improvement dimension of the AACSB standards.

The potential of the BSC as a tool for assessment of academic entities was addressed by Chang and Chow (1999). They surveyed 250 heads of U.S and Canadian accounting departments regarding the level of implementation of the BSC and its potential benefit for the accounting programs. Respondents were given a list of four components or perspectives and were asked to accept them or write in changes they deemed appropriate. For each component deemed appropriate, they were asked to select from a list of goals and associated measures they deemed appropriate for inclusion in a BSC. The 69 respondents indicated a low level of implementation but were positive about its potential ability to benefit their programs. Based on responses regarding the latter, the authors state “responses suggest that in due course, a number of accounting programs will be in a position to share their experiences with the balanced scorecard or similar type of approach.” Debriefing telephone interviews revealed that impediments to use of the BSC include extra workload for faculty, absence of ability to tie performance measures to a reward system, the program’s ability to construct an appropriate instrument, sentiment of faculty regarding responsibility for strategic planning in general, resistance to change, and financial resources necessary to develop and maintain.

In a similar vein, Bailey et al. (1999) surveyed 500 deans randomly selected from an AACSB mailing list. When asked the extent to which a BSC can be beneficial to their school, only 3 of the 39 respondents gave an answer below 5 on a 10-point scale. Yet, when asked the extent to which their schools had implemented such a system, the mean response was only 3.9. The authors conclude that these results suggest that “business schools will likely find the balanced scorecard to be useful.” It should be noted that this survey was less structured than that used by Chang and Chow. Respondents were asked to provide their own list of goals and related measures for each perspective. The resulting lists provide a wide range and diversity that can assist in the construction of individual scorecards.

One of the earlier implementations of the BSC was reported by O’Neil et al. (1999). A faculty committee at the Rossier School of Education at the University of Southern California adapted an Academic Scorecard based on the work done by Kaplan and Norton. Recognizing that all four perspectives as designed for businesses did not fit nicely in an academic setting, the committee made some modifications. The “financial” perspective was replaced with an “academic management” perspective, focusing on how the performance is viewed by the university leadership rather than by shareholders. In addition, the “customer” perspective was replaced with a “stakeholder” perspective, with students and employers identified as the most significant stakeholders. The authors note that a particularly favorable outcome was that the scorecard made it easier for the School to explain budget decisions in its budget plan by showing its relationship to particular scorecard indicators.

In a more conceptual approach, Storey (2002) examined whether the BSC could feasibly and usefully be deployed in schools in the UK. She examined an archive of responses to a governmental consultation document, Professional Development: support for teaching and learning, (Department for Education and Employment, 2000). Her research suggests that there has been a “cultural change” within education that has increased the receptivity of educators to the principles embedded in the balanced scorecard. Her findings suggest (pp. 330-331):
• The opportunities for fuller staff involvement in objective setting and in identifying worthwhile priorities might be welcomed.

• Staff involvement in designing appropriate measures and dispensing with what are regarded as distracting and distorting measures could also be welcomed.

• Scope exists within the model for considerable progress in the area of staff development.

• A set of processes that are not ‘done to’ teachers might be welcomed and productive.

She notes that while there are a number of schools in the UK that have adopted the BSC methodology, little empirical evidence has been reported yet as to its feasibility and successful application.

Another application in the field of education is reported by Karathanos and Karathanos (2005). They describe how the Baldridge National Quality Program adapted its excellence criteria for use in the education sector, highlighting the congruence with the BSC in the business sector. Also reported are the balanced scorecards of three 2001 recipients of the Baldridge Education Awards – Chugach School District, Pearl River School District, and University of Wisconsin-Stout.

Scholey and Armitage (2006) provide an example of a second-generation implementation where the process “begins with a succinct description of the mission and vision and employs a strategy map” (p. 32). They describe how the second-generation BSC was used successfully to develop and implement a Master of Business, Entrepreneurship and Technology at the University of Waterloo, Ontario. With the exception of changing the customer perspective to stakeholder perspective, they use the four perspectives as in the Kaplan & Norton model. A major revision, however, relates to the prioritization. They note (p, 35):

In not-for-profit and government organizations, the overriding objective is not to maximize a dollar return but to achieve success on the institutional mission. In these organizations, the customer perspective usually takes precedence.

Another interesting addition to the Scholey and Armitage model is the ‘stretch target.’ Goals are developed for each perspective along with measures of achievement. Targets are identified that are expected to be achieved. Stretch targets are added, as the authors note, to communicate and motivate and to prevent complacency where targets are easily achievable.

Thomas (2007) also advocates a strategy map with the use of the BSC. He describes the framework used at Warwick Business School at the University of Warwick in the UK. This systems approach is summarized as follows (p. 41):

• The strategy map provides the framework for strategizing about the school’s system dynamics.

• The BSC provides the means for monitoring, evaluating, and controlling the evolutionary path of the strategy.

• Performance gaps and weaknesses force continued attention on the process of strategic dynamics and change, highlighted both on the strategy map and the revised BSC model.

The systems approach described by Thomas reinforces the school’s mission/vision as the driving force behind the strategy map and the BSC.

In a similar framework, Drtina et al. (2007) report on how a “graduate school of business has begun the balanced scorecard process by first examining value congruence.” The process included four guidelines:

• Revisit the mission statement.

• Identify a list of potential core values.

• Survey key stakeholders (e.g., students, faculty, staff as well as external stakeholders).

• Prioritize core values.
The thrust of the Drtina et al. case study is that the core values must be congruent with the vision and mission of the school and that these values are congruent among major stakeholders. This outcome provides a strategy for the school to distinguish itself from other schools.

McDevitt et al. (2008) provide yet another case study of how the BSC was implemented in a School of Business. The developmental phase involved broad stakeholder participation who examined the traditional four perspectives of the BSC framework as originally designed for business and decided that a more appropriate set for academic institutions should include the following five perspectives:

1. Growth and development
2. Scholarship and research
3. Teaching and learning
4. Service and outreach
5. Financial resources

An interesting outcome of the analysis of results was the recommendation for faculty worksheets. The worksheets would serve two purposes. They would facilitate collection of some previously missing data. Further, they would serve as personal reminders of the goals and objectives of the School, especially as they relate to each participant.

The Balanced Scorecard for an Accounting Program

With the exception of Chang and Chow (1999), the research described above does not address the use of the BSC at the accounting program level. As in the second generation models described above, we propose a model that begins with the mission. The perspectives are modified to fit the academic mission. Finally, a strategy map is prepared to communicate and link resource usage to organizational objectives.

Mission

We will assume that the mission of the College of Business, and hence, the accounting program, is characterized primarily as “being an outstanding regional school by providing a quality teaching and learning environment for undergraduate students.” Other features include:

- Dynamic curriculum
- Related professional activities
- Faculty support for excellence in teaching and high standards of intellectual contributions

These characteristics or core values form the basis for the BSC and the strategy map.

Establishing Program Initiatives

As noted in earlier research, when formulating a balanced scorecard for a nonprofit organization, the four traditional perspectives must be adapted somewhat. For example, O’Neil (1999) reports on a University of California study that replaced the financial perspective with “academic management perspective.” Further, the customer perspective was replaced with “stakeholder perspective.” The most important of these stakeholders were identified as students and employers. In this study, we apply a second generation approach to our BSC. Additionally, four initiatives are used as surrogates for the traditional four perspectives. These initiatives are presented in Appendix.

The fourth initiative, as a surrogate for learning and growth, includes the premise that in order to excel as an accounting program, the department must effectively utilize the recommendations of its advisory council. Based on these recommendations and input from the faculty, the department must regularly review its curriculum to insure its currency, relevance, and alignment with the mission of the university, college, and department. Additionally, resources must be adequate to provide training to the faculty. Further, it is important to maintain a professionally satisfied faculty, eager to perform the teaching, service, and research specified by the college mission.

The third initiative addresses the internal processes perspective. Satisfying students and employers require that we excel at certain internal processes. It is imperative that existing courses are kept current.
and new courses must be developed when necessary. Incorporating new technology and ethics should be a significant part of the updating progression. Research output must be steadily produced from a breadth of participating faculty. Accrediting guidelines, such as those of AACSB, must be adhered to as appropriate. Grade distributions should be reflective of a rigorous program. Finally, there must be evidence of faculty involvement in student activities outside the classroom. Departmental activities should provide a stage for showcasing students as well as exposing them to the professional accounting community.

Meeting the quality goals of the accounting program drives the need for the second initiative. To achieve this initiative, the department needs to satisfy its major constituencies. We need to monitor whether our students are convinced that their efforts to matriculate through the program will lead them to meet their career or higher education goals. Similarly, there must be assurance that employers are content with the knowledge level and professionalism of student output. In many schools it is not unusual for a majority of program graduates to have earned credits in accounting internship programs. Measuring the satisfaction of the internship providers is a leading indicator of employer satisfaction.

The first initiative captures the ultimate goal of the department to produce a higher value student output. Several surrogate measures are available to measure the quality of student output. Starting salaries as determined by the external market is a lagging measure of student value. Recruiting activity on campus would be a related lagging measure. Professional exam pass rates or scores would provide more immediate evidence of student value. Internal measures indicating the value students place on the program are the growth in the number of majors or the increase in the number of major changes to accounting.

**Mapping the Course**

Simply developing the initiatives is not enough to drive the program to its goals. Administration, faculty, staff, and students need to know specifically what actions need to be taken to achieve program objectives. How do they best use the resources at their disposal? As is the case with most nonprofit organizations, many of the resources are intangible. In an educational institution, faculty skills, employer relationships, information technology are likely more important than the physical facilities available. Kaplan and Norton (2004) tell us that creating value from intangible assets is very different than creating value from tangible assets. Among other points made by Kaplan and Norton, these assets rarely create value by themselves. A strategy map uses the perspectives or initiatives set forth in the balanced scorecard to link resource usage to organizational objectives. Specifically, a strategy map is a visual representation of the required path to meet the critical objectives of the program. It is a cause and effect chain that clearly displays how to convert the program initiatives into the desired outcomes. The proposed strategy map for the accounting program is illustrated in Appendix.

The lowest level of the map demonstrates the occurrences or events that, when addressed, will strengthen the tools and skills of the faculty needed to support the forth initiative. These tools and skills represent the traditional learning and growth section of the balanced scorecard. It is imperative that these boxes contain occurrences or events that can be monitored with easily obtainable or constructed metrics. The accounting department should assemble a strong advisory council from a representative mix of likely employers in the hiring community of the college. This council will provide an invaluable source of recommendations to strengthen the program. These recommendations will present new directions for the program or implementations to the existing program to keep it current. Regular in house curriculum reviews will also contribute to keeping the program current and vital.

For the faculty, the college must make available workshops, seminars, or other opportunities to learn new techniques or technology, new theory or trends, or simply share ideas with peer faculty. Encouraging or facilitating opportunities for faculty to remain on the cutting edge in their respective fields will be the
hallmark of a successful program. Inextricably linked to making opportunities available to faculty is funding of research and travel to engage or participate in the above described activities. Finally, faculty must be encouraged to be actively engaged with students outside the classroom. This engagement can take many forms. For example, advising student clubs, participating in club events, inviting students to participate in research projects or directing independent study are all ways of enriching the academic life of both students and faculty.

Moving up a level on the map, certain internal processes must be continually improved if all constituencies are to be satisfied. Success in this improvement is clearly linked to the skills and tools improvement. As the skills and tools issues are addressed, classes will be updated to reflect new technology and ethical standards. Increased research output from the faculty should be expected to naturally follow. As the faculty members expand their knowledge through research, rigor in the classroom may be expected to improve. More relevant and lively discussions in the classroom brought about by more excited faculty and students can easily lead to higher academic expectations. Finally, accreditation requirements will be more easily maintained.

Following the logical linkage up to the second level on the map gets the program even closer to its ultimate goals. A well constructed, continually evolving accounting program will maximize the value it can offer given the resources at the program’s disposal. At this point students and faculty should be satisfied with the quality of the program. The final result where ‘X marks the spot’ on the map is the top level – an improved quality of student which leads to a highly sought after and well paid accounting graduate.

Measures Make it Work

Few would disagree with the soundness of the logic behind the construction of the strategy map. Some may argue that as long as the initiatives within the strategy map are communicated to all constituencies of the department, the scorecard project will effectively produce the desired outcomes. Although communication of the initiatives is certainly important, it is not enough to insure success. We believe the implementation and execution is far from complete at this point. If we believe the adage, ‘we manage what is measured,’ all milestones in the strategy map must be addressed as part of formal performance evaluation. For example, if only student evaluations and research lines are evaluated in evaluating faculty performance, faculty will focus primarily on those two areas. For the scorecard to be truly effective, all milestones must be addressed and part of someone’s performance review. Clearly defined target metrics must be articulated AND all of these must receive some weight in performance measurement. Further, these metrics must be easily obtained or constructed.

Exhibit 2 provides some suggested program target metrics for the proposed strategy map. It should be noted that the metrics suggested here are only general. If adopted, more specific metrics would be required (e.g. a 5% increase in declared majors or a 3 new firms recruiting on campus). These metrics would, of course, be specific to each campus. This time starting from the top of the strategy map and working down, recruiting activity may be tracked by counting the number of new firms recruiting on campus. As the program improves its output, more firms would be expected to seek its graduates. Further the total number of firms would be expected to increase as old relationships are maintained and new ones are added. Starting salaries for graduates would be expected to increase relative to the market reflective of new value added to graduates. Within the college, as the program improves, new and existing students will recognize improved opportunities. Evidence of any such change should be captured by measuring the number of changes in major to accounting or the number of declared majors of new students.

Tracking the GPA of students should help in measuring the quality of the program. Certainly, as the quality of the program improves, the department might expect to attract a higher quality student. It will be up to the faculty to maintain a consistent high
quality and rigorous delivery in the classroom. Monitoring faculty grade distributions to check for deviations from the norms may assist in preserving this consistency. CPA or other accounting certification test results can be used as a surrogate for program quality. Additionally, any in house testing results could be used.

Student and employer satisfaction would certainly be expected to improve with the quality of the program. Data measuring student satisfaction can easily be obtained from exit interviews, sophomore or junior surveys, and alumni surveys. Likewise, employer satisfaction may be measured using interviews or surveys. The number of classes that have been significantly revamped would provide an actionable measure to track the desire to keep course content current. Further, measuring the number of new classes developed should provide the appropriate stimulus to insure currency in the classroom. These new classes could include special studies, honors classes, or even short seminars. Drawing upon combining the expertise of different faculty to develop a team taught class must also be encouraged.

Research output is easily tracked by counting. Like many of the other metrics, what ‘counts’ depends upon the college. Each college likely will have determined what and how it wants to count built into its assessment plan. For example, class of publication journal, proceedings presentation, published proceedings, or case development may weigh differently for different schools. For AACSB schools, maintaining or meeting accreditation standards is critical. Most schools will have some accreditation standards to meet. Since these standards will be unique to the mission of the school, the metric that counts will be determined within each program. A related metric for an AACSB school will be the number of AACSB qualified faculty. In order for the faculty to strive to meet the above described target metrics, faculty satisfaction levels must reach some minimum level. Wherever the bar is set for that level, internal surveys can be established to measure and track satisfaction levels. These surveys would again have to reflect the mission or goals of the program.

An accounting advisory council can provide timely advice to the program to keep the program vibrant and relevant. It is up to the program to implement the suggestions from the council. The number or percentage of suggestions successfully implemented will measure how effective the program was in adopting council recommendations. Although implementing some of the recommendations may be restricted by budgetary or faculty resources, the target metric should reflect an expectation that a reasonable portion will be adopted. Program curriculum reviews should be a part of continuously improving the program. Considering advisory council recommendations would certainly be a part of those reviews. A simple metric of counting the number of times that the program is reviewed should suffice here.

While independent faculty research and an advisory council are important sources of information for program decision making, attending conferences and workshops are equally important. The number of these events attended by faculty members should be reflective of the amount of new information that flows into the program. The funding available for travel and research is critical to support the program’s goals. Target metrics for this measure would include the total monies received from internal and external sources or the percentage change in such receipts.

The final piece necessary to make the scorecard work revolves around accountability. As the old adage tells us, managers manage what is measured. Not only must we measure and record all the metrics described above, the program must be held accountable for meeting the metrics set forth. Managers must be encouraged to manage all the metrics if the scorecard is to work. That means meeting all target metrics must be part of a formal performance evaluation process. Much like the rubrics used to evaluate students, a weighting scheme that incorporates all the metrics to create a composite score must be devised. The all important issue is that the score matters and thus will influence behavior.
### Exhibit 2: Program Target Metrics

<table>
<thead>
<tr>
<th>Measures</th>
<th>Target Metrics*</th>
</tr>
</thead>
</table>
| 1. Recruiting Activity | Number of New Recruiting Firms  
|  | Net change in number of recruiting firms |
| 2. Starting Salaries | Change in Starting Salaries |
| 3. Growth in Quality/Number of Majors | Declared Majors  
|  | Changes in Major  
|  | Average GPA of Majors |
| 4. Rigor in Classroom | Deviation from Program Norms |
| 5. Test Results | Reported CPA Results/Pass Rates  
|  | In-House Results |
| 6. Student Satisfaction | Changes in COB Student Exit Interviews  
|  | Changes in Department Survey Results |
| 7. Employer Satisfaction | Program Survey Results |
| 8. Updated Classes | Number of New or Changed Courses  
|  | Number of Team Taught Classes |
| 9. Research Output | College Performance Measure Counts (e.g. from Sedona) |
| 10. Maintaining AACSB Standards | Number of AACSB Qualified Faculty |
| 11. Faculty Satisfaction | Program Survey Results |
| 12. Advisory Council Recommendations | Number of Implemented Suggestions |
| 13. Curriculum Reviews | Number of Reviews per Year |
| 14. Faculty Training | Number of Workshops/Conferences Attended |
| 15. Availability of Funding | Research Monies Received |
| 16. Involvement in Student Activities | Sponsored Student Activities  
|  | Number of Activities Attended |

*Target metrics will require more concrete specification unique to each school.

At the discretion of the program, scorecards may be established for each faculty member. The scorecard may assist each member in determining what specific actions he or she must take throughout the evaluation period to move the program toward its goals. It is extremely important that all faculty members participate in building this scorecard. Typically, individual scorecards include the two perspectives learning and growth and internal processes. Exhibit 3 displays such a scorecard that clearly is a takeoff of the program scorecard. For the learning and growth perspective (skills and tools), each faculty member would want to track attendance at student events, funding requests and workshop or conference attendance. To achieve program internal processes goals, each faculty member would track grade distributions relative to program norms, number of qualified research publications, and new courses or significant course changes she or he has made. As was the case with the program scorecard, the individual scorecards must matter. They must be part of an ongoing performance evaluation process. A weighting scheme reflecting the same values as the program scheme would be anticipated.

### Exhibit 3: Individual Scorecards for Program Faculty

#### Internal Processes

<table>
<thead>
<tr>
<th>Measures</th>
<th>Target Metrics*</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Technology in the Classroom</td>
<td>Number of New Implementations</td>
</tr>
<tr>
<td>New/Updated Courses</td>
<td>Number of Changes or New Courses</td>
</tr>
<tr>
<td>Research Output</td>
<td>Counts per AACSB Standards</td>
</tr>
<tr>
<td>Rigor in the Classroom</td>
<td>Relative Grade Distributions per Program Norms</td>
</tr>
</tbody>
</table>

#### Learning and Growth

<table>
<thead>
<tr>
<th>Measures</th>
<th>Target Metrics*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training and Workshops</td>
<td>Number Attended</td>
</tr>
<tr>
<td>Funding Requests</td>
<td>Number Received/Requested</td>
</tr>
</tbody>
</table>
| Involvement in Student Activities | Number of Events  
|  | Sponsored/Attended |

*Target metrics will require more concrete specification unique to each school.
Concluding Comments

Bailey et al. (1999, P. 180) conclude their survey of business deans about the usefulness of the BSC by stating that “business schools will likely find this approach to be worth of consideration.” More recently, Scholey and Armitage (2006, p.33) state:

We believe that as universities and colleges face increasing demands for innovative programs and fiscal and customer accountability, the number of balanced scorecard adoptions in higher education will increase.

Few published results of actual implementations, however, exist at either the college or departmental/program level.

In this paper, we develop a model for an accounting program in a College of Business whose mission is primarily teaching-oriented. The initiatives are based on this mission, and the strategy map directly links activities to implementing the initiatives. Metrics, along with discussion of targets, are developed for assessment of where the program is in terms of accomplishing its initiatives. A unique feature of the model is that the scorecard is driven down to the individual faculty member, along with performance metrics to guide their actions. We believe that as constituencies manage their own metrics, the program will more toward its goal of excellence.

The paper has been silent in terms of reward for individual faculty contribution to accomplishment of program initiatives. More research must be done to determine how the reward system for participants can be tied to the implementation of the BSC. Some possibilities include allocation of travel funds, increased noninstructional time for research purposes, and priority in teaching assignments.
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Initiatives:

1. To increase the academic quality of our student product, we need to produce a higher value student output as measured by:
   - Starting Salaries
   - External Testing Results
   - CPA Pass Rates
   - Recruiting activity on campus
   - Growth in number of majors
   - Increase in major changes to accounting

2. To meet the program quality goals, we need to meet the needs of students and employers as measured by:
   - Student satisfaction
   - Employer Satisfaction
   - Internship Provider Satisfaction

3. To satisfy students and employers, we must excel at certain internal processes as measured by:
   - Developing or updating courses
   - Research Output
   - Grade distributions
   - AACSB Qualifications
   - Faculty involvement with students (Attendance)
   - Opportunities to showcase students
   - Ethics, New Technology

4. To excel as a program we must develop skills and tools as measured by:
   - Faculty Satisfaction
   - Training Availability for Faculty
   - Advisory Council Recommendations
   - Curriculum Reviews

Appendix: Balanced Scorecard Format for Accounting Department Initiatives
Appendix 1
PUBLIC POLICY EXCEPTION TO THE EMPLOYMENT-AT-WILL DOCTRINE IN PENNSYLVANIA

Thomas L. Bright, Shippensburg University of Pennsylvania
Richard L. Coffinberger, George Mason University

ABSTRACT

The employment relationship between the employer and a non-union employee in Pennsylvania in the private sector is governed by the legal doctrine of at-will employment, which allows discharge without stating a cause. However, the doctrine is not absolute and an employer may be subject to liability if the employer terminates an employee for a “wrong” reason. When termination is against a “clear mandate of public policy” a cause of action arises. An early case in which the exception to the rule was enunciated in Pennsylvania is Geary v. United States Steel Corp. decided by the Pennsylvania Supreme Court in 1974. Following the Geary decision, however, much confusion has arisen regarding what is a violation of public policy in Pennsylvania. This paper will review the evolution of at-will employment in Pennsylvania, and the case law defining, interpreting and modifying the rule, under the constraints of the public policy exception.

Introduction

The management of the workforce personnel by Pennsylvania employers is governed by the doctrine of at-will employment. Employment-at-will permits that either the employer or the employee may terminate the employment relationship at the will of either party, without cause. The employment may be ended for a good reason, a bad reason or no reason at all. Generally, an at-will employee has no valid case against an employer for ending his or her job.

Pennsylvania law presumes that employment is at-will due to the fact that most employees in the private sector do not work under the terms and conditions of a written contract. Employees covered by the terms and conditions of a written contract are, by definition, not at-will. Those with written contracts would include union members and, most often, high salaried employees such as CEOs and professional athletes. Their written agreement dictates the terms and conditions of their employment. Consequently, the specific terms in the at-will employment relationships regarding such matters as duration and/or grounds for termination of the relationship are not expressly stated in writing. The Pennsylvania Supreme Court has stated, “…this court has steadfastly resisted any attempt to weaken the presumption of at-will employment in this Commonwealth”. Ergo, the relationship can legally be ended without a reason; however, the relationship cannot be ended for the wrong reason.

A wrong reason would be a violation of statutory law. Violations of federal law include violations under:

1. Title VII of the 1964 Equal Opportunity in Employment Act;
2. The Family Medical Leave Act of 1993;
3. The Age Discrimination in Employment Act of 1967; and
5. Also prohibited are violations of Pennsylvania State Laws, which include:
6. Pennsylvania Human Relations Act;
7. The Criminal History Records Information Act; and
8. Commercial Drivers.

A third exception to the termination of employment relationships for any or no reason whatsoever in Pennsylvania is “Where the discharge of at-will employees would threaten clear mandates of public policy”. There exists, however, confusion regarding what is or is not, public policy in Pennsylvania. To date, no clear, bright, exact, or inclusive definition exists defining the term.
History

Reiterating the fact that most employees in the private sector do not work under the terms and conditions of a written contract (as do, for example, union members who are protected by a collective bargaining agreement), the specific terms of the employment relationship regarding such matters as duration and/or grounds for termination are not stated. Thus, although an employer may not fire an employee for an improper reason (such as when one advocates unionization, or the firing is a form of prohibited discrimination) nevertheless, the employer is free to simply dismiss an employee at the will of the employer without stating a reason or cause.

The “at will” doctrine has been well entrenched in labor jurisprudence. The origin of employer and employee rights can be traced to England’s Statute of Labourers which provided that when a hiring of unfixed duration took place, it was presumed to be for one year and a master cold not put away his servant except for reasonable cause. The statute was later repealed. However, the English courts continued to apply the principle by presuming that a general hiring was presumed to be for one year.

In America, although the courts initially followed the English precedent, by the late 1880’s there emerged a new development. The courts seemingly adopted “Wood’s Rule” from the writings of H.G. Wood in his Treatise on the Law of Master and Servant. Emphasis was shifted from a presumption of hiring for one year to freedom of both parties to define their relationship. If the servant sought to make out a yearly hiring, the burden was upon him to establish it upon proof.

The firmly established, well trenched doctrine of at-will employment was referred to by the Supreme Court of the United Stated of America as long ago as 1908 when in the case of Adair v. United States the court mentioned that the right of an employee to quit his job, for whatever reason, is the same as the right of an employer to terminate the employee for whatever reason.

Pennsylvania has historically recognized this unfretted right of an employer to discharge an employee-at-will for no reason, in the absence of a contractual or statutory prohibition. In the past it has been rare that at-will employees have been successful when attacking an employer for wrongful termination in Pennsylvania. The law in Pennsylvania generally remains to be employer friendly. The employment-at-will doctrine, arguably, continues to be strongly entrenched in Pennsylvania.

An early declaration of the doctrine was made in Pennsylvania in 1891 when a court stated “[an employer] may discharge an employee with or without cause at pleasure, unless restrained by some contract.” One hundred years later, the courts in Pennsylvania steadfastly continued to follow the doctrine. Presently in the 21st Century, the courts in Pennsylvania remain firmly dedicated to the doctrine.

Public Policy

The public policy exception is a narrow one and dictates a “finding of violation” of a clearly defined mandate of public policy which ‘strikes at the heart of citizens’, social rights, duties and responsibilities. In Pennsylvania, the public policy exception to the employment-at-will doctrine must be based on Pennsylvania public policy. In the case of McLaughlin v. Gastro Intestinal Specialists, the Pennsylvania Supreme Court held that “A plaintiff must do more than show a possible violation of a federal statute…” The Court continued “[plaintiff] must allege that some public policy of this Commonwealth is implicated, undermined, or violated.”

A Pennsylvania court has noted: “The sources of public policy [which may limit the Employer’s right of discharge] include legislation; Administrative rules, regulation, or decision; and judicial decision. In certain instances, a professional code of ethics may contain an expression of public policy . . . Absent legislation the judiciary must define the cause of action in case-by-case determinations.”

Consequently, what societal considerations would be of sufficient moment to be recognized as public policy generated uncertainty.

Wrongful discharge of an at-will employee initially was recognized as being actionable in Pennsylvania in the landmark decision rendered in Geary v. United Stated Steel Corp. in 1974.

The court stated:

[T]here are areas of an employee’s life in which his employer has no legitimate interest. An intrusion into one of these areas by virtue of the employer’s power of discharge might plausibly give rise to a cause of action, particularly where some recognized facet of public policy is threatened. The notion that substantive due process elevates an employer’s privilege of hiring and discharging his employees to an absolute constitutional right has long since been discredited. But this case does not require us to define in comprehensive fashion the perimeters of this privilege, and we decline to do so. We hold only that where the complaint itself discloses a plausible and legitimate reason for terminating an at-will employment relationship and no clear mandate of public policy is violated thereby, an employee at will has no right of action against his employer for wrongful discharge.

Geary, a salesman for fourteen years, had been discharged after he voiced an opinion that new tubular products for the petroleum industry were inadequately tested and unsafe. He continued to express his reservations after being ordered to follow directions. Subsequently the product was withdrawn from the market. Nevertheless, Geary was fired, due to his complaints and demeanor. Geary had bypassed the employer’s chain of command and created a nuisance, which the court found to be a plausible and legitimate reason for the termination, leaving Geary without relief. The court determined that no clear mandate of public policy was present and that any implications of such were outweighed by the company’s legitimate interest in preserving normal operational procedures from disruption.

In the wake of the Geary decision, case law in Pennsylvania continues to build regarding specific example of what are actionable violations of public policy, but only sparingly. It is to be noted that when a statutory remedy exists, in some cases there is no actionable claim for a violation of public policy. Therefore, it has been found that where a claim is based on the violation of the Pennsylvania Human Relations Act, (PHRA) an employee was prevented from suing for wrongful termination. Her remedies against her employer were only those found in PHRA.

However, when an employee was denied recourse against her employer based upon allegations of sexual harassment in violation of the PHRA, only because the employer employed less than four persons, a claim was permitted to be pursued as an exception to the at-will employment doctrine. The Pennsylvania Superior Court noted:

It is difficult to believe that the Legislature would first define certain acts as illegal via both the Constitution and statute, thus establishing a public policy unequivocally condemning such conduct, and then remove all judicial recourse for the victims of that conduct. We therefore agree with Appellant’s contention that a public policy exception is appropriate for her situation. In this context we find persuasive the conclusion reached by the Third Circuit Court of Appeals that: “[a] discharge in retaliation for the refusal by a woman employee to succumb to sexual
advances would abridge a significant and recognized public policy against sexual discrimination in employment.” To prevent an employee who is alleging sexual harassment from pursuing her claim in court only because her employer has less than four employees appears a direct contravention of a clear public policy on grounds both quixotic and arbitrary.  

28 Pennsylvania State Court Decisions

Employee plaintiffs have stated a cause of action based on the public policy at-will exception in the state courts in Pennsylvania in limited instances. In Reuther v. Fowler & Williams Inc., the employee was fired for electing to serve on a jury. Since individuals are required by statute in Pennsylvania to serve when called for jury duty in order to have citizens available for trials, the dismissed employee was permitted by the Pennsylvania Supreme Court to pursue an action against the employer after being discharged for having chosen to fulfill the required jury obligations.

Likewise, a violation of a clearly mandated public policy was found in the case of Hunter v. Port Authority, wherein public employment was denied to an individual on the basis of a prior conviction for which a pardon had been granted. The Pennsylvania Supreme Court found that to do so constituted a violation of the Pennsylvania Constitution and would not be permitted.

Another lawsuit that did not uphold the right of an employer to fire an at-will employee due to a violation of public policy is Field v. Philadelphia Electric Company. In Field, the employee had reported nuclear safety violations and was subsequently discharged. Since federal law mandated such disclosures, the Pennsylvania Supreme Court permitted the at-will employee to bring suit against the employer. In distinguishing Geary, the Supreme Court noted that the employee was an expert, knew about nuclear regulatory regulations, and knew that the company’s actions were not in compliance. Furthermore, the court found it significant that the risks of radiation were clear.

Additionally, the Pennsylvania Supreme Court found a violation of public policy in the case of Kroen v. Redway Sec. Agency, Inc. An employee has been wrongfully discharged for refusing to submit to a polygraph test. Pennsylvania had adopted an anti-polygraph statute that permits employers to require employees to submit to a polygraph under very limited circumstances, none of which applied to the dismissed employee. Consequently, the Pennsylvania Supreme Court held that the employee’s suit against the offending employer should not be dismissed.

The Superior Court in Pennsylvania in 1995 added a fifth scenario to the rare victories for dismissed at-will employees in the case of Highhouse v. Avery Transportation. While the Pennsylvania trial court rendered judgment in favor of the defendant employer, the Pennsylvania Superior Court reversed, holding that “constructive discharge of an at-will employee may serve as a basis for tort recovery if the employer has made working conditions so intolerable that an employee has been forced to resign.” The Pennsylvania Superior Court determined that “if the employer discharged (the employee) because he had made a claim for unemployment compensation during a period when he was not working and earning income, the discharge will constitute a violation of public policy and will support a tort claim for wrongful discharge.” The Superior Court concluded that the right of an employee to receive unemployment compensation is a benefit granted by the state, enacted to alleviate the hardships attendant upon unemployment. Moreover, the Superior Court noted that the Pennsylvania Unemployment Compensation Law mandates that agreements to waive, release, or commute rights under this law are invalid. Discharging an employee in retaliation for filing an
unemployment compensation claim was also found to be a violation of public policy in the 1995 case of Ray Kovitz v. K-Mart Corp. Conversely, two weeks following the Pennsylvania Superior Court’s decision in Highhouse in 1995, a Pennsylvania trial court in Shick v. Shirey held that Pennsylvania state law did not recognize a wrongful discharge claim against an employer arising from an employee’s firing in an alleged retaliation for filing for workers’ compensation benefits. The trial court dismissed this lawsuit prior to trial, holding that the employee failed to state a recognized cause of action in Pennsylvania.

In its Shick v. Shirey decision, the Superior Court upheld the trial court’s decision and, likewise, decided that Pennsylvania does not recognize a cause of action for firing someone for filing for workers’ compensation benefits because the Pennsylvania Workers’ Compensation Act does not contain any language prohibiting it. Allowing employers to be the masters of their own businesses constitutes, according to the Pennsylvania Superior Court, an equally compelling public policy argument against recognizing such a cause of action. This intermediate appellate court opted to focus on the right of the employer to operate the employer’s business and to emphasize what had been previously suggested in prior rulings – that judicial modification of the at-will doctrine was ill-advised.

In an abrupt turnabout, the Pennsylvania Supreme Court in 1998 overturned the Shick decision rendered by the Pennsylvania Superior Court. The Supreme Court in it Shick v. Shirey decision ruled that an at-will employee who was allegedly fired in retaliation for pursuing rights under the Pennsylvania Workers’ Compensation Act states a claim for wrongful termination. Although not specifically prohibited by the Act, the Pennsylvania Supreme Court decreed that the broad remedial purpose of the Pennsylvania Workers’ Compensation Act would be defeated if employers were permitted to lawfully fire employees in retaliation for pursuing their statutory rights for workers’ compensation benefits.

However, there exists many more cases in Pennsylvania in which the Courts have refused to find public policy exceptions. When an employee was fired after complaining about the manner in which his department was operated, resulting in financial waste, he had no claim against his employer for a violation of public policy. There was no violation of public policy when an employment was terminated after a person actively sought a position with a competitor. Likewise, it was found that when a supervisor and those under his supervision could no longer co-exist, and the supervisor was fired, the supervisor had no cause of action against his employer. A claim that there existed a violation of First Amendment rights, when an employee placed an ad in a competitor’s newspaper, also has failed.

When a doctor’s employee reported an alleged rape of a woman who was in a facility, she was dismissed. The Superior Court up-held the right of the employer to dismiss the employee without violating any well-enunciated violations of public policy, due to the fact that no duty in the law, regulations, or code of professional ethics required the disclosure.

In the case of McLaughlin v. Gastro Intestinal Specialists the Pennsylvania Supreme Court refused to find that firing an employee in retaliation for reporting an alleged safety violation of OSHA was a violation of public policy. The Court emphasized “A plaintiff must do more than show a possible violation of a federal statute…”. However, the Supreme Court of Pennsylvania, following the guidance language enunciated in Shick, included a violation of public policy where a supervisor was fired for not dissuading a
subordinate from seeking worker’s compensation benefits in 2005.49

Federal Law

While the Pennsylvania State Courts have been reluctant to expand public policy exceptions, it appears that Federal Courts have adopted a much more expansive approach than the Pennsylvania State Courts, regardless that the Federal Court are interpreting Pennsylvania law.

Cases in which public policy violations have been found to exist in federal courts include Novosel v. Nationwide Insurance Co.50 In Novosel, the plaintiff had been employed by Nationwide for approximately fifteen years. When he was fired, he was being considered for promotion and had steadfastly advanced previously, without negative comment or event. When Nationwide in 1981 solicited the plaintiff to seek supporting signatures for passage of the “No-Fault Reform Act“, plaintiff refused. He was later terminated and claimed the termination was due to the refusal and constituted a violation of his federal First Amendment rights.

The Third Circuit agreed holding that Pennsylvania law permits a cause of action where the firing abridges a significant and recognized public policy. The Federal court analogized protections afforded public employees regarding political activities and held, as a matter of public policy, employees in the private sector should enjoy the same.51

In Borse v. Pierce Goods Shop, Inc.52 a Federal Court found a violation of public policy where an employee was fired for refusal to consent to urinalysis and a property search. She contended that the search constituted an invasion of privacy. The Federal Court concluded that to require the plaintiff to sign a consent form in which she would agree to drug testing constituted a possible violation of her right to privacy under Pennsylvania law. It was determined that if a discharge was related to a substantial and highly offensive invasion of privacy, then that discharge would be actionable.53

In the case of Perks v. Firestone Tire and Rubber Co.54 the plaintiff’s employer terminated employment because the plaintiff refused to submit to a polygraph examination. The Federal Court found the termination to be a violation of public policy, not unlike the violation found when an employee is discharged for jury duty.55

Additional cases where Federal Courts have found public policy exceptions to exist include:

Woodson v. AMF Leaisureland Centers Inc.56 wherein a barmaid was fired for not serving liquor to a visibly intoxicated person;

McNulty v. Borden, Inc.57 in which allegedly an employee refused to engage in illegal price-fixing; and

Kilpatrick v. Delaware County Society for Prevention of Cruelty to Animals.58 In Kilpatrick the employee claimed the employment termination was caused due to reports of occupational safety;

Brown v. Hammond.59 The plaintiff in Brown was terminated for refusal to perform an improper activity – billing paralegal time as attorney’s time;

Paralegal v. Lawyer.60 The paralegal plaintiff was terminated for testifying against an attorney.

It has specifically been recognized by a Federal Court that Pennsylvania courts decline to follow the expansive decisions of the Federal Courts.61 Although strong argument exists supporting the contention that the Federal Courts in Pennsylvania are more inclined to find violations of public policy than the Pennsylvania State Courts, the finding of violations are not without exception.

Northeastern Association of Business, Economics, and Technology Proceedings 2008
In the case of *Bruffet v. Warner Communications, Inc.* the plaintiff brought suit based on a claim of handicap discrimination, a violation of PHRA. The court ruled no public policy exception would be found for three reasons. First, Pennsylvania is a state which takes a constrictive view of the public policy exception. Second, to allow the suit would circumvent the required administration procedures of the PHRA. Third, Pennsylvania cases allowing exception to at-will employment based on public policy exceptions involve instances where statutory remedies did not exist.

An additional public policy exception was not cut out again in the case of *Smith v. Calgon Carbon Corp.* Smith claimed he was dismissed for reporting to his supervisors environment pollution caused by his company. The court held against the plaintiff stating he did not claim he was fired for violating a positive law, nor had he claimed he was fired for performing a duty required by statutory law.

Other Federal cases in with the Pennsylvania plaintiff was unsuccessful include: *Clark v. Modern Group Ltd.* wherein an employee refused the order to not report reimbursed auto expenses as income; *Franhel v. Warwick Hotel,* where the employer-father, fired his employee-son when he refused to divorce his wife; and *Redick v. Kraft, Inc.* when an employee was immediately discharged after giving two weeks notice.

**Conclusion**

There remains in Pennsylvania a burden upon employers, and also upon employees, to know precisely what constitutes public policy in Pennsylvania. What is, or is not, public policy continues to be ambiguous. What sources can serve as ground to establish public policy limiting the right to fire-at-will remains nebulous. Can an employer terminate employment safely, without fear of a lawsuit, because an employee smokes at home? Is it permissible and within the employer’s rights to fire an employee for unhealthy eating? These and similar type questions remain unanswered in Pennsylvania, and create confusion and uncertainty in the workforce.

A possible solution may be for the Pennsylvania legislature to provide specific guidelines concerning when and under what circumstances, an employer is not justified to terminate an at-will employment worker. However, there presently exists no such discernable activity in Pennsylvania.
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Abstract
The strategic efforts of achieving or maintaining AACSB accreditation is a complex process with many stakeholders. Formal project management tools are rarely used despite research (Thomas & Mullaly, 2009) and practical experience showing that project management techniques improve project execution and success. After all, these AACSB-related efforts are a strategic project.

Some of the most useful project management tools for the AACSB accreditation/reaccreditation efforts include: the scope statement (aligned with AACSB standards), the work breakdown structure (WBS), and the activity precedence list.

Systems analysis methods can also aid in these strategic efforts when used in conjunction with project management tools. High level systems analysis and documentation expand on and organize the more detailed documentation of efforts often provided in accreditation/reaccreditation reporting.

This paper will demonstrate the use of these tools and techniques and suggest their utility for both managing and communicating what will hopefully be a successful accreditation/reaccreditation effort.

Introduction
Many business schools are working toward Association to Advance Collegiate Schools of Business (AACSB) International accreditation. Even more schools are or will be working toward developing the processes and operating policies needed for accreditation maintenance. The purpose of this article is to demonstrate how project management and systems analysis tools can be used to aid in the overall accreditation or reaccreditation process. Additionally, and as important, use of these tools will provide a communications framework that can simplify the review process for the accreditation team and help faculty, staff, administrators, and other stakeholders to understand the high level processes needed to meet AACSB standards. For convenience this paper will use the term “accreditation” rather than “accreditation/reaccreditation.”

The accreditation process is a complex, time-consuming, and resource-consuming effort. When performed successfully it results in the continuous improvement of the school in a way that aligns with the university’s and school’s missions. As such, accreditation can be viewed as an important strategic effort for a school of business. This is important to recognize because the project and systems tools described here are particularly useful for strategic efforts. This is not to suggest that they are not useful for managing non-strategic and lower level projects or the analysis of very detailed processes. Strategic thrusts, however, often require more care and coordination in ensuring that their implementation accomplishes the overall goals, objectives, and strategic plans. The tools and techniques described and demonstrated here can improve these efforts.

AACSB Standards
The AACSB accreditation effort involves the successful implementation of up to 21 separate standards. A given school may be required to complete fewer standards depending on the programs they offer. For example, standard 21 relates to doctoral programs. Obviously if a school of business does not offer a doctoral program then standard 21 would not apply to their accreditation process.
Standards are flexible enough to allow schools of business to meet a standard in a way that is consistent with the university’s and school’s missions. For example AACSB (2008) standard 10 states:

The faculty has, and maintains, intellectual qualifications and current expertise to accomplish the mission and to assure that this occurs; the school has a clearly defined process to evaluate individual faculty member’s contributions to the school’s mission. (p.43)

Despite the flexibility built into the standards, significant guidance for each standard is provided. For example, under “Standards for Business Accreditation with Interpretive Information” (p. 17) the following sections relate to standard 10:

Basis for judgment  
Guidance for documentation 
Academically qualified faculty members 
Professionally qualified faculty members 
Expectation of the standard regarding qualifications 
Development to maintain qualifications 
Expectation of the standard regarding maintenance of qualification, and 
Intellectual contributions and faculty qualifications

The interpretive information is quite useful. Some of the information is very specific. For example, under the “basis for judgment” section (1), it specifically states that at least 90% of the faculty resources are either academically or professionally qualified. Additionally the interpretive information includes sample worksheets appropriate to help satisfy the standard. Other sections such as “intellectual contributions and faculty qualifications” (section 8) are less specific. This section states that “schools should have clear expectations for the intellectual contributions responsibility of individual faculty members” (p. 48). This can lead to significant and sometimes heated discussion among the faculty as to what the intellectual contribution policies should be for the school. It is not uncommon for AACSB visitation members or consultants to suggest the policies that other schools have adopted. For example, some non-doctoral schools adopt a “two-publication and two-presentation over a five-year rolling period” requirement. This discussion was intended to highlight the complexity, judgment, and involvement of a wide number of stakeholders in addressing but one standard for accreditation.

Bringing additional complexity to these processes is the fact that concepts often transcend AACSB standards. Take the potential need to have a documented governance structure plan. Standard 1, in part, states “The review process includes appropriate stakeholders.” This implies the need for a governance structure plan to ensure the inclusion of appropriate stakeholders. Standard 15 states that “Normally, the curriculum management process will result in undergraduate and master’s level general management degree programs.” This again implies the need for a documented governance structure plan.

We contend that project management and systems analysis techniques, employed at a high level, will help to structure these overlapping issues on the way to successfully achieving AACSB accreditation.

**Project Management Tools: The Scope Statement**

Perhaps the best set of standards for project management is documented in the Project Management Institute’s (PMI) *A Guide to the Project Management Body of Knowledge (PMBOK Guide)*. Three of the project management tools, described in the PMBOK Guide (2004), that most directly relate to the AACSB accreditation process will now be discussed.

According to the PMBOK guide (2004) the “Project Scope Statement states what work is to be accomplished and what deliverables need to be produced” (p. 76.) A deliverable is “Any unique and verifiable product, result, or capability to perform a service that must be processed to complete a process, phase, or product. Often used more narrowly in reference to an external deliverable, which is a deliverable that is subject to approval by the project sponsor or customer.” (Italics included in original, p. 358.) Although not a focus of this paper, the scope statement also contains other elements such as the project objectives, a product/service description, project assumptions, and preliminary project risks, to name but a few (p. 112.)
Applying the scope statement deliverable concept to accreditation, the AACSB standards are a part of the scope statement. These standards provide a clear understanding of what is included and what is not included in the accreditation project. However, The AACSB International Eligibility Procedure and Accreditation Standards for Business Accreditation (2008) does not identify, require, or recommend the creation of either a scope statement or related deliverables as defined by the PMI.

Table 1 outlines the results of a process to match deliverables to AACSB standards, which results in the creation of part of a scope statement. Of course the purpose is not just to create a scope statement, but to aid in the process of achieving AACSB accreditation. As we continue these benefits should become more obvious. Notice that Table 1 is merely a partial overview of deliverables and linkages to standards for illustrative purposes only.

Many people when faced with a project, such as accreditation, are action-oriented. There is a tendency to immediately engage in actions or tasks. PMI standards suggest that prior to action more thought should be given to planning at a very high level of conceptualization and to determine exactly what is to be delivered. For example, AACSB standard outline what must be done and project leaders implicitly work toward these results. It is extremely important to make these implicit efforts and the high level plans for achieving them explicit. This is critical on large, complex, or strategic projects. In the context of AACSB accreditation, this is also very important since, as shown previously, standards transcend deliverables.

Deliverables are identified by taking each standard and considering exactly what must be produced to satisfy that standard. Although it is sometimes appropriate to derive these deliverables with a group of people, we recommend that a single person create at least the initial list of deliverables to maintain logical consistency. This effort takes some experience-based skill and can easily get off track in a group setting. Each of the items that must be produced becomes a deliverable and should be numbered and cross-referenced to standards as shown above in Table 1. An aid to developing deliverables is to use nouns (things) rather than verbs (actions). The project management process is often iterative so that subsequent project management tasks often results in the revision of the original deliverable list.

Examining AACSB standards 1 and 11, shown at the bottom of Table 1, raise an interesting issue. Both standards call for the creation of a process. Standard 11 calls for the explicit documentation of a standard process and such process documentation requirements are implicit in standard 1. Therefore, should a process plan be identified as a specific deliverable in Table 1? Although judgment is required in making this decision, we propose that such process plans should be included as deliverables (although not shown in Table 1 due to space considerations.) However, it is important that the deliverable should be called something such as “Completed process plan.” Using or developing processes (verbs) are not deliverables. Systems analysis techniques, which will be described shortly, provide useful tools for actually developing, using, and communicating these processes.

Project Management Tools: The Work Breakdown Structure (WBS)

The WBS, like the scope statement, is deliverable-oriented (nouns not verbs). It provides a more detailed view of the deliverables, while at the same time providing a direct linkage with the top level of deliverables from the scope statement. According to the PMBOK Guide (2004): “The WBS is a deliverable-oriented hierarchical decomposition of the work to be executed by the project team, to accomplish the project objectives, and create the required deliverables. The WBS organizes and defines the total scope of the project. The WBS subdivides the project work into smaller, more manageable pieces of work, with each descending level of the WBS representing an increasingly detailed definition of the project work.” (p. 112)

The WBS is often drawn as a diagram, in some ways not unlike an organizational chart. A WBS can also be created as a list as shown in Table 2 below. Notice
the numbering scheme. Also recognize that sub-deliverables, taken as a whole at a lower level, must exactly and completely describe the deliverables or sub-deliverables at the next higher level of the WBS.

There is no single correct result when decomposing the scope deliverables into the WBS (Haugen, 2002.) For example, consider Table 2 sub-deliverables 1.1.6 and 1.2.8. These identify a requirement to have an updated log as part the AACSB (2008) standards for the Mission Statement (or equivalent) and the Completed Strategic/Financial Plans, respectively. Note that the sub-deliverables of “1.3 Completed Governance System Plan” do not include an item similar to 1.1.6 and 1.2.8. Instead a higher level deliverable such as “1.24 Updated Process Log” could be used when following the technique used in 1.3. Either approach is correct so long as it is being applied consistently throughout the WBS. This advice is not followed in Table 1 since it was created for illustrative purposes.

Before illustrating the final project management tool, the activity precedence list, we will turn to a discussion of systems analysis techniques.

**Systems Analysis Tools:**

**The Responsibility Work Process Flowchart**

Systems analysis has a long history dating back to the 1950s (Forrester, 1968). Some of the initial work conceived of inputs passing through a process and resulting in an output (the IPO model). Similar to the WBS, a basic IPO figure can be decomposed. Therefore a specific process can be conceptualized at a lower level as a series linked IPO sub-systems which make up the higher-order process. In the 1990s this basic model was used in the very popular business reengineering efforts (Hammer and Champy, 1993). Reengineering techniques were used to analyze and radically reorganize activities and processes within an organization. Peter Senge (1990) used systems dynamics techniques to conceptualize organizational activities as a series of circular paths which have either reinforcing or limiting effects on the results of complex processes. These basic systems concepts have been incorporated into the more recent

lean manufacturing techniques (Carreira, 2005) which examine processes across organizations.

One major advantage of systems thinking is that it aligns nicely with cross-functional teams and helps to overcome “functional silos.” An example of a functional silo in an organization might be the marketing division which is more concerned with the vertical (according to the organizational chart) protection of marketing people than serving the customer. Cross-functional teams can be used to help break down these functional silos. The IPO model is inherently horizontal rather than vertical and can help the organization to better serve the customer by focusing on output products or services. Although outside the scope of this paper, these techniques have been briefly outlined to illustrate the continued development of systems thinking.

In the context of this paper we illustrate a responsibility-based work process flowchart shown as Figure 1. First, the various groups or individuals that are involved in the creation of the deliverable and sub-deliverables are identified. The final deliverable is shown in Figure 1. Once this has been done the basic flows between groups or individuals are identified with arrows. These arrows represent the final flows of sub-deliverables, ultimately resulting in the final deliverable. Each sub-deliverable number is listed next to the arrow.

As can be seen, some groups produce multiple sub-deliverables (e.g., the business faculty and committees.) At the same time not all activities result directly in a sub-deliverable (e.g., the university planning committee.) Dashed arrows represent major consultation linkages which are important in the creation of sub-deliverables. The letters shown on Figure 1 are activities that the related group or individual must perform in order to create a sub-deliverable. These activities and their recommended sequence will be discussed in relation to Table 4. Iterations within and between the individuals and groups are common, but not shown in Figure 1. The number of these iterations will depend upon the school involved and their level of experience with the accreditation process. Concentrating on final flows of
sub-deliverables provides for clarity of management and simplicity of communication.

Figure 1 can be read by locating the lowest deliverable (1.1.1) and following the paths to each higher deliverable until reaching the end of the path (1.1.5). Updating the log (1.1.6) transcends all flows and is therefore not on a path.

To summarize, activities (A, B, C) produce a sub-deliverable (1.1.1) which then produce the need for further activities and so on, until the final deliverable is created.

A separate systems figure should be created for each deliverable from the scope statement. Although a single flowchart could be created for multiple deliverables, the result is often difficult to interpret and provides little benefit over a collection of single deliverable flowcharts.

The sub-deliverables listed in Table 3 below are derived from an analysis of the flowchart (Figure 1) and not from the completed WBS (Table 2). This will provide for a comparison of two similar but separately created WBSs. We will provide this comparison shortly.

As we mentioned at the beginning of this section, systems flowcharts can be decomposed into lower level systems charts. Although outside the scope of this paper, “the business school faculty and standing committees” would be a natural candidate for the development of a more detailed systems chart, showing the interactions between various committees and with the faculty as a whole. Having this supplemental flowchart, rather than expanding Figure 1 would preserve the clarity of the high-level systems flowchart shown above.

**Combining Project Management and Systems Analysis Techniques**

Once the flowchart has been developed the sub-deliverables can be arranged in a WBS similar to Table 2. However, as mentioned before, this WBS shown as Table 3 is derived from the flowchart.

An activity precedence list, shown as Table 4, summarizes additional analysis of the activities identified in Figure 1. In reality, the activity precedence list and the process flowchart are developed simultaneously. As mentioned before, a practical technique is to develop the WBS using nouns. The activity precedence list, on the other hand, uses verbs to document actions to be taken.

Table 4 identifies each activity and the “immediate” predecessor(s) or activities that must be finished before that activity of focus can be started. For example the university planning committee must “A. begin the periodic university strategic planning process” before it can “B. revise the university mission statement.” Note that this relationship is not directly captured in Table 3. Although this example is fairly obvious, this technique is extremely useful for documenting more complex relationships between activities.

Notice that Table 4 relates activities or actions directly to sub-deliverables (i.e., the activity letters match their related WBS numbers shown in column 1.) This is meant to insure that no activities are forgotten and that no activities are outside the scope of the deliverables being completed.

Column 2 letters match those shown in Figure 1. In the third column, only the “immediate” predecessor activity or activities are listed. For example, faculty and committee tasks D – conducting faculty mission and goals workshop, and F – reviewing and revising business school mission by faculty, must precede H – the approval of the revised mission by the AACSB steering committee. In this case it is not necessary to reflect the predecessor activity C – University President’s review process of mission statement as a part of activity H. This would be redundant. To repeat, only immediate predecessor activities need be listed. If an activity has no predecessor, then column three should contains dashes as shown with activity A. An activity with no precedence can either indicate an activity that starts the overall process or an activity that can be completed at any time during the process.

Two additional points merit attention. First, notice activity “F” in Table 4. Both conducting workshops
Northeastern Association of Business, Economics, and Technology Proceedings 2008  43

―D‖ and developing a draft mission ―E‖ must be completed before the faculty can review and revise the mission ―F.‖ An activity can have multiple immediate predecessors. Second, notice that activities ―H‖ and ―G‖ are not in logical order. Review of the mission by the AACSB steering committee (H) follows approval by the dean (G) in the table although the flow is reversed in Figure 1. However, the activity precedence list is technically correct because column 3, the predecessor activities are accurate. Nevertheless, it is recommended that the activities be listed in a logical order for ease of use.

The development of a project activity precedence list is also the next step when using the decomposition technique shown as Table 2. Since we are primarily interested in illustrating these systems and project management techniques, only a single activity precedence list will be shown.

**Comparison of the Two WBSs**

The first approach using decomposition to develop a WBS is the most widespread method used by project managers and the standard promulgated by the PMI. But how does it compare with the WBS derived from systems analysis? Table 5 shows this comparison.

It is not being suggested that when using these tools, both methods of developing a WBS should be completed and contrasted. Instead we suggest that the subtle differences outlined here will inform the reader on the importance of carefully constructing a WBS when using either method. We prefer the use of the standard decomposition technique. We then use systems flowcharts to inform the development of the activity precedence list.

Having said this, let us continue on to the comparison. Notice that the two WBSs are very similar. The last three items are identical. One should be aware that the WBS numbering using standard decomposition techniques does not imply the order of completion of sub-deliverables. However, although sub-deliverables can be put in any order, they are often documented in a logically order for ease of use.

There are a few differences between the two methods. Using the standard decomposition technique (left side of Table 5), “1.1.3 Completed workshops with faculty on development of mission” is a specific sub-deliverable. This deliverable is not shown when using the systems analysis technique (right side of Table 5.) Although the workshops are not shown as a deliverable, they are shown as an activity (item D. in Table 4) so the two methods are consistent, if not identical.

On the other hand, the systems analysis derived sub-deliverable 1.1.2 specifically addresses the delivery of “business school draft strategic goals to inform the business school mission.” Under the decomposition technique this is not addressed at all. The concept of strategic goals being used to help develop the mission is not considered. In fact, using the decomposition technique the related sub-deliverable is listed under a completely different deliverable; “1.2 Completed Strategic and Financial Plan.” The specific sub-deliverable is shown in Table 2 as 1.2.5. Inherent in this result is the assumption that strategic goals would not be used to inform the mission. We highlight this not to suggest a correct answer, but merely to suggest the need for careful assessment when producing the WBS. It also suggests the benefits of systems analysis.

Another difference between the two WBSs is that the systems analysis method does not address “input received from internal and external stakeholders” as reflected under the decomposition method. This is not a weakness of the systems analysis technique, but merely suggests that the preparation of the flowchart might have needed more thought. If a decision was made that other stakeholder review was not needed for the mission statement, then this decision should be explicitly documented as a note to the systems flowchart. Again, these tools are consistent with the AACSB philosophy of explicit documentation.

**Levels of AACSB Documentation**

In order to successfully achieve AACSB accreditation, a significant amount of documentation is needed. There is clearly an emphasis on documenting processes and continuous improvement
efforts. Yet it is not uncommon for this 
documentation to focus on detailed processes and 
minimize high level documentation, such as that 
provided by the project and systems tools outlined in 
this paper. A typical example of detailed 
documentation supporting the accreditation effort is 
shown as Table 6.

As can be seen from Table 6, the process description 
of a single committee is quite detailed and 
comprehensive. And this is only one of many 
committees whose processes need to be documented. 
In addition, all relevant results or approved business 
school policies created by each committee must be 
incorporated into the accreditation documentation 
along with a timeline which shows when each 
document was completed and approved. School 
policies and school processes (as opposed to 
committee processes) also need to be described, both 
those that were existing and those that were created 
as part of the accreditation process. Furthermore, 
data and summary information identifying the current 
position or results of the school’s efforts must be 
documented. An example of this would be detailed 
documentation of the current percentage of 
academically or professionally qualified faculty. 
These are needed to show adherence to AACSBS 
standards.

Summary

This paper has attempted to demonstrate the utility of 
using project management (Gido & Clements, 2006) 
and systems analysis techniques (Cavaleri & Obloj, 
1993) to aid in the business school’s strategic efforts 
to achieve AACSBS accreditation. When compared 
with the volume of detailed documentation required 
for accreditation, the time involved in using the tools 
presented here is minimal. Yet, widespread use of 
these tools in industry suggests their benefit for 
organizing complex projects, such as AACSBS 
accreditation efforts.

There are major benefits in using these tools. 
Documentation provided by these tools allows those 
coordinating the accreditation effort to see the big 
picture. Since different AACSBS standards are often 
related to each other, the creation of a scope 
statement provides for the derivation of deliverables 
that do not overlap. This provides the coordinator 
with a clearer picture of exactly what needs to be 
completed, often increasing the efficiency of the 
accreditation process. Related to this benefit, is that 
the flexibility inherent in the AACSBS standards can 
be more easily tailored to the requirements of a 
specific school. A teaching-centered school and a 
research-centered school would inherently have 
different deliverables while complying with the same 
standards. Developing a scope statement early in the 
accreditation process helps explicitly describe what 
would need to be completed for the successful 
accreditation of each school.

The use of the WBS and the systems flow diagram 
allows for deeper analysis of the process before 
engaging in specific accreditation activities. An 
example of this related to the consideration of which 
stakeholders to include in the creation of a 
deliverable. At one school it was decided that it was 
most appropriate to include both staff and students 
not only in the business school’s mission 
development, but in the creation of its strategic goals 
as well. In all likelihood it is most probable that the 
same issues and decisions would have surfaced under 
a less structured methodology, but given the complex 
nature of accreditation the use of these tools increases 
the efficiency of the entire process. Additionally, it is 
easier to document any changes that are subsequently 
made. Changes can be tracked to specific sub-
deliverables providing structure to the change 
process. Although outside of the scope of this paper, 
this change tracking is best accomplished with a 
formal configuration control and management 
process.

Without a scope statement to identify deliverables, an 
analysis of potential changes on various standards 
would be needed. This would be a more cumbersome 
process and result in documentation that might be 
more difficult to follow.

These tools not only aid in the performance of 
accreditation activities, but also provide an excellent 
communications mechanism. The visiting 
accreditation team can see a clear and organized
effort that links the standards to specific applications of those standards (given their flexibility) and then to recognize increasingly detailed levels of documentation. This aids in organizing and understanding the very large amounts of detailed documentation required in the accreditation review process. Communication with other stakeholders can also be enhanced. For example, the University president can examine the scope statement and perhaps the WBS, in order to achieve a clearer understanding of what is occurring. There would most likely be no need for the president to sift through detailed documentation. Furthermore, the interpretation of the standards as shown by the deliverables would be obvious.

A final benefit is that this more structured process can be used to model and capture lessons-learned for future reaccreditation efforts. This is not to suggest that the documentation compiled currently by business schools is not structured. Observation suggests that schools are very organized in their accreditation efforts and documentation. Yet, we feel strongly that the tools outlined here can further improve both current and future efforts.

As can be imagined, it takes experience with these tools to use them skillfully. Derivation and decomposition of deliverables can be performed in various ways, some ways more useful than others. One source of assistance may come from a local chapter of the Project Management Institute.

References

AACSB International Eligibility Procedures and Accreditation Standards for Business Accreditation (2008),


Carreira, Bill (2005), Lean Manufacturing That Works, NY, NY: AMACOM.


Alan L. Brumagim, Ph.D, is an Associate Professor of Management in the Kania School of Management at the University of Scranton. His research interests include project management, Chinese business practices, and business sustainability.

Cynthia Cann, Ph.D. is an Associate Professor of Marketing in the Kania School of Management. She served as Interim Associate Dean for the school. Her research interests focuses strongly on the various aspects of business sustainability. She has led the school’s recent successful AACSB reaccreditation effort.
Table 1 – Partial Overview of Deliverables to Related AACSB Standards
(The Scope Statement)

<table>
<thead>
<tr>
<th>Deliverables</th>
<th>AACSB Standards</th>
<th>Assurance of Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strategic Standards (1-5)</td>
<td>Participant Standards (6-14)</td>
</tr>
<tr>
<td>1.1 Mission Statement</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13</td>
<td>14 15 16 17 18 19 20 21</td>
</tr>
<tr>
<td>1.2 Strategic &amp; Financial Plans</td>
<td>X X X</td>
<td>X X X</td>
</tr>
<tr>
<td>1.3 Governance Structure Plan</td>
<td>X</td>
<td>X X</td>
</tr>
</tbody>
</table>

Sample AACSB Standards (2008)
//www.aacsb.edu/accreditation/process/documents/AACSB_STANDARDS_Revised_Jan08.pdf

Standard 1: The school publishes a mission statement or its equivalent that provides direction for making decisions. The mission statement derives from a process that includes the viewpoints of various stakeholders. The school periodically reviews and revises the mission statement as appropriate. The review process involves appropriate stakeholders (p. 19.)

Standard 11: The school has well-documented and communicated processes in place to manage and support faculty members over the progression of their careers consistent with the school’s mission (p. 52.)
Table 2 – Partial Work Breakdown Structure Derived Directly from AACSB Reaccreditation Deliverables/Standards Table 1

1.1 Mission Statement
   1.1.1 Input received from internal and external stakeholders
   1.1.2 Mission statement aligned with university mission
   1.1.3 Final workshop with faculty on development of mission
   1.1.4 Preliminary mission statement
   1.1.5 Approved mission statement by Dean
   1.1.6 Updated reaccreditation activity log

1.2 Completed Strategic and Financial Plan
   1.2.1 Completed plan based upon stakeholder review
   1.2.2 Financial plan aligned with strategic plan
   1.2.3 Final alignment with Middle States Standards
   1.2.4 Written strategic plan
   1.2.5 Completed strategic goals reviewed by faculty and staff
   1.2.6 Completed SWOT analysis by faculty and staff
   1.2.7 Written strategic and financial plans
   1.2.8 Updated reaccreditation activity log

1.3 Competed Governance System Plan
   1.3.1 Established advisory board
      1.3.1.1 Charge of board
      1.3.1.2 Operating policies
      1.3.1.3 Descriptions of duties
      1.3.1.4 Membership and schedule
   1.3.2 Established school committees structure
      1.3.2.1 Fit with strategic plan
      1.3.2.2 School policies on committee operations
      1.3.2.3 Committee assignments
      1.3.2.4 Committee charges
      1.3.2.5 List of committees

FIGURE 1 – AACSB Accreditation Process Flowchart for Revised Business School Mission Statement (Deliverable 1.1)
Table 3 – Partial WBS Derived Directly from AACSB Accreditation
Process Flowchart (Figure 1)

1.1 Mission Statement
1.1.1 Revised university mission
1.1.2 Business school draft strategic goals to inform business school mission
1.1.3 Faculty approved draft business school mission
1.1.4 Completed draft business school mission
1.1.5 Dean approved mission statement
1.1.6 Updated accreditation activity log

Table 4 – AACSB Reaccreditation Project Activity Precedence List
Detail for Business School Mission Statement (Deliverable 1.1)

<table>
<thead>
<tr>
<th>Sub-Deliverable</th>
<th>Activity</th>
<th>Predecessor Activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1.1 A)</td>
<td>Working on the periodic university strategic planning process</td>
<td>----</td>
</tr>
<tr>
<td>1.1.1 B)</td>
<td>Revising of university mission statement</td>
<td>A</td>
</tr>
<tr>
<td>1.1.1 C)</td>
<td>Reviewing and approving of University mission statement by president</td>
<td>B</td>
</tr>
<tr>
<td>1.1.2 D)</td>
<td>Conducting faculty mission and goals workshops</td>
<td>C</td>
</tr>
<tr>
<td>1.1.3 E)</td>
<td>Preparing draft business school mission</td>
<td>C</td>
</tr>
<tr>
<td>1.1.3 F)</td>
<td>Reviewing and revising business school mission by faculty</td>
<td>D,E</td>
</tr>
<tr>
<td>1.1.5 G)</td>
<td>Approving revised business school mission by the dean</td>
<td>H</td>
</tr>
<tr>
<td>1.1.4 H)</td>
<td>Reviewing, revising, and approving business school mission by AACSB Steering Committee</td>
<td>D,F</td>
</tr>
<tr>
<td>1.1.6 I)</td>
<td>Updating reaccreditation process log</td>
<td>C</td>
</tr>
</tbody>
</table>

Table 5 – Comparison of Alternative WBSs

<table>
<thead>
<tr>
<th>Sub-deliverables from Table 2 Mission (Standard Decomposition)</th>
<th>Sub-deliverables from Table 3 Mission (Systems Analysis)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 Mission Statement</td>
<td>1.1 Mission Statement</td>
</tr>
<tr>
<td>1.1.1 Input received from internal and external stakeholders</td>
<td>1.1.1 Revised university mission</td>
</tr>
<tr>
<td>1.1.2 Draft mission statement that is aligned with university mission</td>
<td>1.1.2 Business school draft strategic goals to inform the business school mission</td>
</tr>
<tr>
<td>1.1.3 Completed workshops with faculty on development of mission</td>
<td>1.1.3 Faculty approved draft school mission</td>
</tr>
<tr>
<td>1.1.4 Preliminary business school mission statement</td>
<td>1.1.4 Preliminary business school mission statement</td>
</tr>
<tr>
<td>1.1.5 Dean approved mission statement</td>
<td>1.1.5 Dean approved mission statement</td>
</tr>
<tr>
<td>1.1.6 Updated reaccreditation process log</td>
<td>1.1.6 Updated reaccreditation process log</td>
</tr>
</tbody>
</table>
Table 6 – AACSB Steering Committee Processes

1. The AACSB Committee will normally meet once each semester, or as needed.

2. Normally, the chair of the committee will be the KSOM Associate Dean. For Academic year 200_ – 200_, Drs. ____ and ____ will co-chair the Committee.

3. The chair will determine the meeting agendas.

4. A list of action items/deliverables/projects needed to fulfill the charge of the committee will be developed at the beginning of each semester and recorded on the form shown as Attachment __. The chair will guide the prioritization process and assignment of the action items.

5. The chair will add, delete, re-prioritize, or otherwise modify the action item list, as needed, during the semester after discussing the changes during a committee meeting or if communicated to all committee members by email.

6. The action plan will be updated to reflect approved and completed action items on a continuous basis.

7. An end of semester progress review of the semester plan will be facilitated by the chair. Necessary modifications to the action plan will be made. At the end of each academic year, a self-report will be documented of the committee’s progress and sent to the Dean.

8. All meeting minutes and related documents will be emailed to committee members within 4 days of each meeting. Comments or corrections are due back to the author (rotating committee members will prepare minutes) within 4 days of receipt. If comments are not received back within this timeframe, approval will be assumed. The author will decide specific modifications to the documents including discussing specific items with those making comments, as needed.

9. The chair will send the approved meeting minutes and other approved documents to the Associate Dean for posting on the web site within one week of receipt.

10. The chair will coordinate the assignment/volunteering of appropriate action items (see #3 above) to members of the committee for independent work outside of the regularly scheduled meetings and appropriate due dates will be determined.

11. Independently completed work by committee members will be delivered at least two days before the meeting to the chair in order to be put on the meeting agenda for committee review. Where necessary, the author(s) will independently completed work will be reviewed, discussed, and accepted/rejected by the committee. Minor revisions will follow process #6 above.

12. Discuss the effort/document with the chair prior to the next meeting.

13. As indicated on the meeting agenda, any non-independently assigned action items will be completed by the committee during the meeting.

14. The chair will be responsible for recommending at least one person to attend critical AACSB International Conferences/Seminars on a continuous basis.

15. The membership of the committee will be reviewed at the beginning of each academic year. Changes to the membership will be facilitated through an announcement to KSOM stakeholders that a position is available. All stakeholders will be given the opportunity to apply for that position. The final decision as to who will serve will be made by the current chair.
ADJUSTABLE RATE MORTGAGES: IS THE
“COST OF FUNDS RISK” ASSUMED BY THE BORROWER?
Joshua Buch, La Salle University
Kenneth Rhoda, La Salle University

Abstract

Prior to the early 1980s the dominant mortgage type was the 30 year Fixed Rate Mortgage (FRM). In 1982, The Alternative Mortgage Transaction Parity Act (AMTPA) was passed. It allowed mortgage lenders to introduce new mortgage instruments such as adjustable rate mortgages (ARM's). The original purpose of this new instrument was to assist lending institutions in managing “cost of funds” risk ARM's clearly transfer the cost of funds risk from the lender to the borrower. The Risk-Return Trade-Off axiom, states that We won't take on additional risk unless we expect to be compensated with additional return. This paper is an attempt to examine this axiom and to see if ARM borrowers actually realized a lower average mortgage rate over the life span of their loans, as compared to the rate on FRMs, which existed at the time the loans were originated. In other words, since the ARM borrower assumed the cost of funds risk, was he or she rewarded by paying lower average mortgage rates than would have been paid by those choosing FRMs?

Introduction

The three main risks facing mortgage lenders are: “cost of funds” (or Gap) risk, credit/default risk, and prepayment risk. Cost of funds risk is the potential inability of the lender to match rising liability costs with asset returns. Credit/default risk is associated with the inability of borrowers to pay outstanding debt. Prepayment risk is the potential loss associated with a borrower refinancing a loan during periods of falling interest rates.

Prior to the early 1980s the dominant mortgage type was the 30 year Fixed Rate Mortgage (FRM). In 1982, The Alternative Mortgage Transaction Parity Act (AMTPA) was passed. It allowed mortgage lenders to introduce new mortgage instruments such as adjustable rate mortgages (ARM's). The original purpose of this new instrument was to assist lending institutions in managing “cost of funds” risk. As stated by Mills and Gardner, “It was clear from the financial problems of the thrift industry during 1980-82 that widespread usage and acceptance of ARMs were needed if lenders were to achieve the portfolio flexibility that would enable them to survive another period of relatively high interest rates”.

AMTPA specifically states that: “The Congress hereby finds that:

(1) Increasingly volatile and dynamic changes in interest rates have seriously impaired the ability of housing creditors to provide consumers with fixed-term, fixed-rate credit secured by interests in real property, cooperative housing, manufactured homes, and other dwellings;

(2) Alternative mortgage transactions are essential to the provision of an adequate supply of credit secured by residential property necessary to meet the demand expected during the 1980's”

ARM’s clearly transfer the cost of funds risk from the lender to the borrower. The risk-return trade-off axiom, as described in a popular corporate finance text reads as follows: “We won't take on additional risk unless we expect to be compensated with additional return.” In other words, if a borrower assumes the risk of an adjustable rate mortgage, he or she should be compensated with a lower average cost over the life of the loan.

This paper is an attempt to examine this axiom and to see if ARM borrowers actually realized a lower average mortgage rate over the durations of their loans as compared to the rate than would have been paid on FRMs that existed at the time the loans were originated. In other words, since the ARM borrower assumed the cost of funds risk was he or she rewarded by paying lower average mortgage rates...
than would have been realized by those choosing FRMs?

**Methodology**

Data on ARM rates were available starting with January 1984. Average realized ARM rates for various assumed mortgage lives were calculated using the following assumptions:

1. ARM rates adjust annually

2. The rates adjust to an index. The index used was the one-year T-Bill rate. Other indexes include the LIBOR and the Fed Funds rate.

3. The adjusted ARM rates were the T-Bill rates at the time of the adjustment plus 2.75%. The maximum annual adjustment was plus or minus 2%.

4. The maximum adjustment in ARM rates over the lives of the mortgages was plus or minus 6%.

Geometric averages were then calculated for the original and adjusted rates given assumed lives of 10, 9, 8, 7, 6 and 5 years. For example, if the life was 10 years, it was assumed that the borrower made payments over that period and then either refinanced or paid off the loan. As is shown in Appendix I, the average mortgage life span is between 5-10 year.

A summary of the findings is found in the appendix.

**Summary of the Outcomes and Conclusions**

Among the major changes that took place in the mortgage industry since the early 1980s is the phenomenon of refinancing. The fact is that, currently, the average mortgage life span is somewhere between five and ten years (see Appendix I). Hence, in this study, the authors calculated the average annual adjustable mortgage rate for assumed mortgage life spans ranging from 5 to 10 years. These rates were then compared with the existing FRM rates at the mortgage initiation date.

It is very difficult to reproduce the very large spreadsheet used for these calculations. This spreadsheet will be shown and explained by the authors during our presentation. Tables #1 and #2 present a small portion of the outcomes. Chart #1 is a summary of all the outcomes.

Table #1 presents the monthly outcomes for 1984 for six different mortgage life spans. For example, if one borrowed using a 30-year FRM in January 1984, the annual cost, regardless of the mortgage life span, was 13.37%. However, if one took out an ARM in January 1984 and held it for five years, the actual realized annual rate was 10.3%, or 3.07% lower than the FRM rate. If the same loan was held for six, seven, eight, nine, or ten years, the annual realized rate was 10.54%, 10.55%, 10.41%, 10.07%, and 9.68% respectively.

If the loan was originated during any of the 12 months of 1984 and if it was held for between five and ten years, in all cases the borrower of the ARM realized a lower average annual rate than the FRM that existed on the loan origination date.

Table #2 presents the same outcomes for loans that were originated on the month of January for each year from 1984 till 2000. Clearly, in most cases, the ARM averaged better than the FRM. Also, for ARMs that were originated on January and lasted 10 years, the cost always averaged better then that for an existing FRM. However, this was not always the case for 5 or 6 year ARMs. In other words, while it seems that more often than not, the ARM averaged below the relevant FRM, it seems that ARMs with longer durations (9 or 10 years) were more efficient to the borrower.

Chart #1 is a summary of all the observations. Clearly, the FRMs exceeded the average realized ARM rates in most cases. Notable exceptions are the years 1987, 1994, 1996 and also 1998-1999.

Table #3 presents a statistical summation and comparison of all the outcomes. The first two rows show the range of the advantage (“minus”) and disadvantage (“plus) of ARMs over FRMs for the various life spans. For example, if one borrowed using an ARM from 1984 until 2000 (a span of five years), the largest advantage realized was
-4.32% and the disadvantage was +0.75%. The 10 year life span seemed to be more advantageous because the largest difference was -5.14% while the worst case scenario was only a +0.50%.

It seems that, while in all cases the ARM borrower realized an average overall advantage, the longer the life span the better. A mortgage held for 5 or 6 years had an average advantage of -1.21% (A 1.21% average lower annual rate as compared to the existing FRM); the average advantage over the 10 year life span was -1.81%.

Overall, 142 starting dates were analyzed for a 10 year assumed mortgage life. In only 10 months or 7% of the time were the FRMs advantageous. For all of the 202 starting dates for the 5 year loans, FRM borrowers realized an advantage only 34 times (17% of the cases). Again, it seems that while, generally speaking, the risk-return trade-off was proven correct, the mortgages with 9-10 years life spans were better for the borrower.

The standard deviations of the outcomes again help in proving that the ARM borrower was rewarded for assuming the cost of funds risk. Assuming that the data are normally distributed (which may or may not be the case), the 10 year borrower had a 95% chance that the loan will cost him/her between 0.6% to 3% below the existing FRM.

Limitations of the Study and Additional Comments

It is obvious that the potential advantages (or disadvantages) that ARM borrowers have as compared to FRM borrowers is a function of the trend of interest rates and the initial gap between FRM and ARM rates on the origination date.

Based on our assumptions, if the original gap between FRM and ARM rates is 6% or higher, ARMs are guaranteed to be preferred to FRMs. The smaller the gap the less the advantage. The lifetime of the mortgage also has an impact. The longer the mortgage is outstanding, the better the advantage.

The other major variable is the overall trend in interest rates. This paper analyzed the period from 1984 to 2004, a period during which interest rates generally declined from a record high in the early 1980s to relatively low levels in the mid 2000’s. (See the chart below.) An interesting question is this: would the same results hold during rising interest rate periods? We suspect they would be different. Further study is obviously necessary.

Appendix I: Average Mortgage Life Span

Mortgage refinancing and declining mortgage lives are phenomena that began in the late 1980s. Currently the typical life span of a mortgage averages between five to ten years.

The authors asked HSH Associate for information on the average life span of mortgages. Their reply was: “With regards to actual life of loan terms, we know of no definitive source”.

Based on the following sources we concluded that the average mortgage life span is between 5 to 10 years:

- “Average mortgage life is seven years”
- “A 10 year period is the historical assumption of the average life of a mortgage loan”
- “30-year mortgages have traditionally been considered to have approximately a twelve year average life”.
- “The average life of a mortgage is only 8 years” (fsbpekasie.com/loan-tips.htm)
- “Average mortgage length is about seven and a half years” (monstermoving.com)
- “Most mortgages last seven years” (realtimes.com)
- “the average length of time that homeowners stay in their home in the United states is just
Thus we assume that the average duration of home mortgages is between five and 10 years.

Appendix II: The Typical ARM Loan is Riskier than the Typical FRM Loan. Or: Lenders traded off the Cost of Funds Risk for Credit Risk

An examination of Charts A1-A5 in the Appendix proves the following points:

1. The average ARM loans are much larger than typical FRM loans.
2. A larger percent of non-conforming loans are ARM loans as compared to FRM loans.
3. The larger the loan the better is the probability that it is an ARM loan.
4. ARM loans have larger Loan-to-Value ratios. (Smaller down payments, less equity).
5. More new homes are financed by ARMs as compared with used homes. Since prices of new homes are higher than used homes, the borrower with an ARM is assuming a larger loan amount.

Additional Notes

This study was originally aimed at examining the risk-return trade-off hypothesis. However, due to the current upheaval in financial markets an added observation is worthwhile. It seems that while the ARM lender eliminated the cost of funds risk, he assumed a much larger default risk. As Appendix #2 indicates, the typical ARM loan is larger than the average FRM loan, and the larger the mortgage the better the probability it is an ARM loan. The typical ARM loan has a higher loan to price ratio. In other words, the borrower has less equity in the house which makes this loan more risky. Also, more new homes were financed by ARM loans than existing homes. New homes are usually more expensive than existing homes so, again, the typical ARM loan is larger.

Recent market data also indicate that larger proportions of sub prime mortgages were ARM loan and larger percent of ARM loans are in default as compared with FRM loans.

In conclusion, the typical ARM loan is larger than the typical FRM loan; the ARM borrower has less equity in the property; the larger the loan the more likely it is to be an ARM. All this implies that the ARM loans increase the credit/default risk facing lenders. The lender issuing ARMs trades off the “cost of fund risk” for default risk which explains, in part, the current crisis.

4 Keith T. Gumbinger, Vice President HSH Associates, April 6, 2005
6 From: The Federal Housing Finance Board web site
7 The State Department Federal Credit Union web site
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Table 1:
Realized Average Annual Costs of ARM’s For Mortgage Lives From 5 to 10 years
Compared to Fixed Rate Mortgages, Monthly for 1984

<table>
<thead>
<tr>
<th>Loan Origination Date</th>
<th>Assumed Life of the Mortgage</th>
<th>FRM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan-84</td>
<td></td>
<td>13.37</td>
</tr>
<tr>
<td>Feb-84</td>
<td></td>
<td>13.23</td>
</tr>
<tr>
<td>Mar-84</td>
<td></td>
<td>13.39</td>
</tr>
<tr>
<td>Apr-84</td>
<td></td>
<td>13.65</td>
</tr>
<tr>
<td>May-84</td>
<td></td>
<td>13.94</td>
</tr>
<tr>
<td>Jun-84</td>
<td></td>
<td>14.42</td>
</tr>
<tr>
<td>Jul-84</td>
<td></td>
<td>14.67</td>
</tr>
<tr>
<td>Aug-84</td>
<td></td>
<td>14.47</td>
</tr>
<tr>
<td>Sep-84</td>
<td></td>
<td>14.35</td>
</tr>
<tr>
<td>Oct-84</td>
<td></td>
<td>14.13</td>
</tr>
<tr>
<td>Nov-84</td>
<td></td>
<td>13.64</td>
</tr>
<tr>
<td>Dec-84</td>
<td></td>
<td>13.18</td>
</tr>
</tbody>
</table>

Please note that this is for one year (1984). Our study spanned the period from 1984-2004 and the above table is an illustration of our results.

Table 2:
Realized Average Annual Costs of ARM’s For Mortgage Lives From 5 to 10 years
Compared to Fixed Rate Mortgages for each January: 1984 to 2000

<table>
<thead>
<tr>
<th>Loan Origination Date</th>
<th>Assumed Life of the Mortgage</th>
<th>FRM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan-84</td>
<td></td>
<td>13.37</td>
</tr>
<tr>
<td>Jan-85</td>
<td></td>
<td>12.92</td>
</tr>
<tr>
<td>Jan-86</td>
<td></td>
<td>10.71</td>
</tr>
<tr>
<td>Jan-87</td>
<td></td>
<td>9.08</td>
</tr>
<tr>
<td>Jan-88</td>
<td></td>
<td>9.89</td>
</tr>
<tr>
<td>Jan-89</td>
<td></td>
<td>10.65</td>
</tr>
<tr>
<td>Jan-90</td>
<td></td>
<td>10.2</td>
</tr>
<tr>
<td>Jan-91</td>
<td></td>
<td>9.37</td>
</tr>
<tr>
<td>Jan-92</td>
<td></td>
<td>8.76</td>
</tr>
<tr>
<td>Jan-93</td>
<td></td>
<td>7.68</td>
</tr>
<tr>
<td>Jan-94</td>
<td></td>
<td>7.15</td>
</tr>
<tr>
<td>Jan-95</td>
<td></td>
<td>8.83</td>
</tr>
<tr>
<td>Jan-96</td>
<td></td>
<td>7.08</td>
</tr>
<tr>
<td>Jan-97</td>
<td></td>
<td>7.65</td>
</tr>
<tr>
<td>Jan-98</td>
<td></td>
<td>7.04</td>
</tr>
<tr>
<td>Jan-99</td>
<td></td>
<td>6.81</td>
</tr>
<tr>
<td>Jan-00</td>
<td></td>
<td>8.33</td>
</tr>
</tbody>
</table>
Table 3: Summary of Outcomes

<table>
<thead>
<tr>
<th>The loan Life Span</th>
<th>5 years</th>
<th>6 years</th>
<th>7 years</th>
<th>8 years</th>
<th>9 years</th>
<th>10 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>The largest annual advantage of ARM over FRM</td>
<td>-4.32</td>
<td>-4.27</td>
<td>-4.23</td>
<td>-4.41</td>
<td>-4.77</td>
<td>-5.14</td>
</tr>
<tr>
<td>The largest annual advantage of FRM over ARM</td>
<td>0.75</td>
<td>0.67</td>
<td>0.73</td>
<td>0.88</td>
<td>0.78</td>
<td>0.50</td>
</tr>
<tr>
<td>Average Difference Between FRM and Calculated ARM Annual rates</td>
<td>-1.21</td>
<td>-1.21</td>
<td>-1.37</td>
<td>-1.50</td>
<td>-1.65</td>
<td>-1.81</td>
</tr>
<tr>
<td>StDev</td>
<td>1.18</td>
<td>1.07</td>
<td>1.04</td>
<td>1.08</td>
<td>1.17</td>
<td>1.21</td>
</tr>
<tr>
<td>Number of observations</td>
<td>202</td>
<td>190</td>
<td>178</td>
<td>166</td>
<td>154</td>
<td>142</td>
</tr>
<tr>
<td>No of Periods ARM&gt;FRM</td>
<td>34</td>
<td>26</td>
<td>21</td>
<td>13</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Percent No of Periods ARM&gt;FRM</td>
<td>17%</td>
<td>14%</td>
<td>12%</td>
<td>8%</td>
<td>8%</td>
<td>7%</td>
</tr>
</tbody>
</table>

Chart 1
ARM vs. FRM Rates

[Chart showing ARM vs. FRM rates over time]
IDENTIFYING AND DEVELOPING THE ELUSIVE M-COMMERCE CUSTOMER
Marlene E. Burkhardt, Juniata College

Abstract
When asked, most individuals claim that they will never engage in mobile commerce (m-commerce). Despite this claim, many are already making purchases using their cell phone. This article describes who is most likely to use m-commerce based on an analysis of e-commerce attitudes and behaviors. Findings suggest the important role of social behavior in m-commerce purchases. Variables including the belief that m-commerce will be helpful, worth the cost, and easy to use and additional variables related to that the ability to discern quality and cost savings on-line were also related to m-commerce. Implications for developing and marketing future m-commerce applications are addressed.

Introduction
As recently as ten years ago you would be hard pressed to find someone making purchases on the internet and few would agree that they would ever be willing to do so. We see much the same climate today regarding cell phone commerce. Oddly enough, some of those stating that they are unwilling to make purchases using their cell phone have already done so by downloading ringtones and games. This irony could be the key to determining who, what, where and why people would be willing to make purchases using cell phones. This paper helps to find possible answers to some of these questions by collecting and analyzing data on purchasing behavior, attitudes toward technology, and social relationships.

Background
The future of marketing includes a focus on technology, permission marketing, and social relationships. It has long been established that social networks influence our attitudes and behaviors. In particular, when new technology is introduced, networks determine adoption and technology related attitude formation (Burkhardt, 1994). However, it has also been determined that we form social networks with others with whom we share attitudes and behaviors. It is important to determine what role these theories play in marketing today. The term homophily is used to address the tendency of individuals to associate with others who are similar to themselves along some common attribute, attitude, or value (Lazarsfeld and Merton, 1954). Those who share a hobby may form a users group around that interest. People with children of a similar age may decide to form a friendship. They may also engage in similar purchasing behavior.

Thanks to the internet, social network groups are no longer limited by distance. Virtual chat rooms or online fan clubs offer ways to interact without requiring personal presence. Cell phones, text messaging, and instant messaging also provide ways to interact with others with whom we share interests and attitudes. These technologies and interaction partners may also play a role in how we make purchases as well as what we decide to buy. Those with whom we interact may help to develop our attitudes and behaviors toward mobile commerce particularly when this transaction is different than traditional internet transactions. In other words, although many may be willing to make purchases through the internet, an important question remains. This question is whether or not individuals are willing to engage in commerce using their cell phone even without internet access. Text message purchasing with address and payment information established in an account prior to purchase is one scenario.

The recursive nature of the social influence/interaction relationship has been investigated by analyzing direct communication. Specifically, research has investigated this relationship by assessing text messaging, instant messaging and cell phone directory social networks (Burkhardt et. al, 2006). This work has practical application to the field of marketing as it is valuable to assess the diffusion process regarding use and attitudes for technology marketing opportunities. However, the purchasing decision process is much
more complicated with a myriad of additional variables playing a role in the likelihood of engaging in m-commerce. This research helps to identify the roles that several of these variables play in the m-commerce decision.

**Hypotheses**

Previous research (Burkhardt, et. al, 2006) has demonstrated that individuals who are listed in one’s cell phone directory or individuals who text message one another develop similar attitudes regarding cell phones. Similarly, this research theorizes that social interaction plays a large role in the likelihood of engaging in commerce using one’s cell phone. Ease and value of the technology required in m-commerce is also likely to play a role in the purchasing decision. In addition, other variables related to purchasing behavior such as cost and quality assessments are also hypothesized to be related to likelihood of m-commerce.

Dependent variables examined in cell phone attitude similarity research (Burkhardt, et.al, 2006) were modified to analyze mobile commerce attitudes. Specifically, it is hypothesized that the likelihood of making a purchase using your cell phone is related to the belief that m-commerce:

- H1: Increases your social life
- H2: Is easy
- H3: Is worth the money
- H4: Is helpful in daily life

It is also hypothesized that the likelihood of engaging in m-commerce is related to the belief that the individual:

- H5: Can determine quality on-line
- H6: Is fearless about buying products on the internet
- H7: Believes products are cheaper on internet
- H8: Uses the internet to keep in touch with friends and family

**Procedure**

In order to investigate who is likely to engage in m-commerce, survey data was collected by a group of cyber marketing students at a small liberal arts college. These students were asked to solicit friends and relatives to take part in the study. Each student was asked to find five peers and five individuals who are over 30 to complete an on-line survey. Likert-scale items asked the respondent to strongly agree or strongly disagree (on a scale of 1 through 5) with each statement developed to measure the variables under study. The sample size is 203 respondents. Data was analyzed to determine what contributes to the likelihood that one is willing to make purchases using their cell phones.

**Results**

Using correlation analyses (Table 1) we identified associations between likelihood of cell phone commerce and the variables identified in H1, H2, H3, and H4. Variables in H5 through H8 (Table 2) are also significantly related to likelihood of cell phone commerce. T-tests showed no significant differences for age or gender.

Findings indicate that individuals in general are admittedly unlikely to make purchases using their cell phones (mean of dependent variable is 4.06 on scale from 1 to 5). However, significant differences can be found analyzing the dependent variable, likelihood of engaging in m-commerce. Specifically individuals are more likely to engage in cell phone purchasing behavior if they believe that mobile commerce will likely improve their social life. In addition, they tend to believe that m-commerce is worth the money, easy to use, and helpful in their daily life. These individuals are not afraid of using new technology and feel that they can determine the quality of a product using the internet and furthermore, that they can garner cost savings through such purchases. They use the internet to keep in touch with family and friends.

In addition to the hypothesized relationships significant correlations were found among likelihood to use m-commerce and other variables. Specifically, it was found that those more likely to engage in m-commerce enjoy shopping on the internet and find it safe and enjoyable (r=.20). They are excited about the endless possibilities and information on the internet and they get bored with repetition (r=.20). These individuals use the power of the internet to be...
more productive and more competitive on the job (r=.20) as well as to help with daily activities and hobbies (r=.19).

Many correlates identify the highly social nature of those likely to use m-commerce. These individuals use the internet to help family and friends to become more productive and successful (r=.41). They are also more likely to meet new people on the internet in chat rooms (r=.15) and when game-playing (r=.21). In addition to using chat rooms and gaming on the internet, they are also more likely to read on-line news or magazines (r=.22), conduct business related work on-line (r=.23), use the internet to look for tickets or reservations (r=.18), find job opportunities on-line (r=.33), and visit message news groups (r=.29).

Results of step-wise regression analysis using the variables of the first four hypotheses, only the belief that mobile commerce increases one’s social life was entered into the equation (R=.79, adjusted R² = .23, p<.001) due to multicollinearity. A separate stepwise regression analysis that used additional hypothesized variables entered social life first followed by the belief that the quality of a product is discernable on-line (R=.51, adjusted R² = .26, p<.001).

Discussion

Overall, support was found for the hypotheses under study. In particular, social relationships were identified as paramount in the mobile commerce decision. It is important to note that although people in general are unlikely to use their cell phone to make purchases, as with internet commerce, it will happen. Consequently, it is important to examine the variance in response of the dependent variable. It is possible that those who are less adamant about the likelihood of making a mobile commerce transaction will become early adopters of such transactions.

Now that we identified correlates of those more likely to use m-commerce we can conjecture potential implications for m-commerce applications. In particular, m-commerce applications would benefit if they were based on social relationships not just the individual. Before proceeding, we need to understand other successful socially based product purchases. An excellent case study can be made of my mother’s purchase habits.

I am convinced that anyone interested in marketing to the masses should meet my mother. She single handedly blows away complex marketing models. Let me explain. When preparing for a new semester of cyber marketing I came across research analyzing a computer printer purchase. Variables such as quality and speed were elaborately analyzed. While these factors understandably come into play with such a purchase, there was no mention of social aspects, bargain analysis, or freebies. These later variables play prominent in the purchase behavior of my mom. She purchased a printer based on what type of printer her friends purchased albeit including brand, speed, and functionality and the piece de resistance was a free digital camera with printer purchase. The cost was low as well! So, obviously someone out there knows how to market to my mother. This same equation can carry over into a myriad of other purchases from low end to high end products and services. The question here is, can and how do we carry this over to purchases using cell phones. We can understand this by looking at one very successful application named Cha Cha.

Cha Cha is a mobile text search engine. Individuals can text questions to Cha Cha and receive answers based on numerous Cha Cha experts. (Google offers a similar application through T-Mobile.) The m-commerce comes into play because ads relevant to the question accompany the answer often along with related products or services often accompanied by discounts. The social aspect of this lies in how people use the service. Instead of individual searches, many users are with a group of friends who often help with the question. It is likely that one of these individuals may be interested in the sale or in particular the discount offer. Regardless, the fun and social aspects associated with using Cha Cha produces viral marketing for the service. Few mobile marketing applications are as successful. However, this application stops short of providing cell phone commerce applications. The technology to realize this extra step toward this end is already available.
Instead of text messaging for a coupon or discount, a credit, debit, or bank transaction can be processed by creating an account with the company. This is presently accomplished by cell phone service providers such as Verizon. Simple text to payment services that provide your payment information or provide a code that will allow for payment processing are possible opt-in payment alternatives.

Simple “opt-in” advertising messages may be insufficient to stimulate buying behavior. The addition of a social aspect to the commerce may play a key role. “Location, location, location” is also important in mobile marketing. GPS data is sufficiently accurate enough to provide “real time” advertising offers. These offers can target certain profiles, at certain times of day (e.g., restaurants may want to target lunch and dinner hours), with motivational discount offers. As with initial internet purchases, security of payment information remains a high concern. However, if the store is around the corner and willing to make a traditional transaction, payment can occur the old fashioned way. Actual mobile purchases using text messaging (without requiring internet access on your mobile phone) can try to overcome security concerns with guarantees of security, motivational cost savings, and perhaps even purchase assurance from friends, relatives, and coworkers. The ease of prepayment and pickup will provide for a faster purchase transaction.

Overall, socially driven, inexpensive, quality assured, time and location sensitive transactions in a secure environment are the types of transactions customers are comfortable making. The extent to which m-commerce is able to provide such a transaction will determine the likelihood of its use.
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## Appendix

### Table 1
Correlation Matrix

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>S.D.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Use M-Commerce</td>
<td>4.06</td>
<td>1.21</td>
<td></td>
<td></td>
<td>.48</td>
<td>.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Increase Soc. Life</td>
<td>3.56</td>
<td>1.39</td>
<td>.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Easy to Use</td>
<td>3.77</td>
<td>1.38</td>
<td>.39</td>
<td>.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Worth Money</td>
<td>3.40</td>
<td>1.38</td>
<td>.39</td>
<td>.76</td>
<td>.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Helpful</td>
<td>3.56</td>
<td>1.35</td>
<td>.46</td>
<td>.85</td>
<td>.81</td>
<td>.88</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. To Buy</td>
<td>3.48</td>
<td>1.40</td>
<td>.39</td>
<td>.80</td>
<td>.86</td>
<td>.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Search Job Opps.</td>
<td>4.89</td>
<td>2.18</td>
<td>.33</td>
<td>.36</td>
<td>.31</td>
<td>.28</td>
<td>.30</td>
<td>.27</td>
<td></td>
</tr>
<tr>
<td>8. Play Games</td>
<td>4.92</td>
<td>1.81</td>
<td>.38</td>
<td>.47</td>
<td>.43</td>
<td>.45</td>
<td>.48</td>
<td>.41</td>
<td>.51</td>
</tr>
</tbody>
</table>

*p < .05; **p < .01

### Table 2
Correlation Matrix

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>S.D.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Use M-Commerce</td>
<td>4.06</td>
<td>1.21</td>
<td></td>
<td></td>
<td>.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. No Fear E-Commerce(R)</td>
<td>2.58</td>
<td>1.10</td>
<td>.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Lower Price Belief</td>
<td>3.98</td>
<td>0.95</td>
<td>-.24</td>
<td>.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Quality Belief</td>
<td>2.56</td>
<td>1.20</td>
<td>.22</td>
<td>.29</td>
<td>.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Family/Friends</td>
<td>4.01</td>
<td>1.20</td>
<td>.21</td>
<td>.02</td>
<td>.02</td>
<td>-.09</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*p < .05; **p < .01
ASSESSING THE EFFECTIVENESS OF A BUSINESS SIMULATION AS A CAPSTONE INTEGRATING TOOL
John Buttermore, Slippery Rock University

Abstract
The capstone course in most undergraduate business schools is designed to help graduating seniors understand the relationships between the functional work performed in discrete departments of a business organization, such as marketing or finance. The pedagogy may include case analysis, lecture and class discussion on business strategy and policy topics.

Our school recently adopted a business simulation that is provided by a third party developer. This simulation is now the centerpiece in the capstone course. This approach was adopted in order to enhance students’ knowledge and understanding of business processes, and the functionally integrated manner in which most businesses operate. This paper reports on student perceptions of effectiveness in achieving this goal, issues that arose including questions of academic freedom, and the changing role of the instructor in a classroom focused on experiential learning.

Introduction
Most undergraduate business programs use a curricular model fashioned on discrete departments or disciplines. In such a model, students select a major, such as finance or marketing that reflects a specific functional area of a business organization and is taught by faculty who’ve specialized in that discipline. Students must also take a prescribed set of business core courses, generally referred to as a common body of knowledge, that are function-specific, usually taught by faculty in each discipline. Because the actual practice of business blurs these functional divisions, many schools use a capstone, or final course to help graduating seniors appreciate the interaction of various departments in day-to-day operations. One tool available to faculty is a business simulation, in which students are formed into teams that become companies competing against each other for market share, profits, and growth in a closed industry.

Simulation Chosen
The experiential learning tool the faculty chose, as the best option to help students integrate discrete business functions into business operations, was a business simulation. Simulations are widely used. It’s reported that 95% of Association to Advance Collegiate Schools of Business (AACSB)- accredited schools and more than 60% of large companies use a simulation in some form (Faria, 1998). Simulations create a realistic business decision-making environment in the classroom without the monetary risks of operating a for-profit enterprise (Doyle & Brown, 2000). Simulations help students develop and improve critical thinking and decision-making skills. They can provide a dynamic, competitive, and imperfect environment, typical of business situations. And experiential learning offers higher levels of student participation, and thereby higher levels of learning (Boyatzis, Cowen, & Kolb, 1995).

A business simulation called “Capstone” provided by Capsim, Inc. of Northfield, IL was selected after a team of faculty reviewed various commercial offerings. Capstone offered a high-growth, closed industry environment. The simulation can be administered either individually, or as team-run companies. Decisions are required in each round (which represents a single year of operation) in many different areas of the firm, including R&D, marketing, production, finance, human resources, and total quality management (TQM). Capstone offers many training options for both faculty and students, it is widely used in business academia, it provides online and telephone support, and it’s reasonably priced.

Student Feedback
Student response to the adoption of an experiential simulation was very positive. Comments after the first pilot semester included the following:

“This course gave me a better understanding of how accounting, management, and finance come together.”
The strengths of this class were the simulation and the group experience that comes with the class… I just wish it was longer.”

“Excellent course using the Capstone simulation versus writing another business plan.”

I think this course gives students their greatest opportunity to gain real-world experience in the classroom. I feel confident now in fields I didn’t major in.”

These comments were typical of the entire group. Students were appreciative of the chance to work on their decisions in class, and also commented favorably on the greatly reduced role of the lecturer in this model. A spirit of competition pervaded the classroom, particularly in the later rounds, as students stayed after class to view the results, and worked on weekends to try to get ahead of “the competition.”

Concerns about the Simulation

The adoption of a business simulation was not without problems. After all, this represents a major change for both students and faculty. Both groups were affected by the steep learning curve that accompanied the adoption of a business simulation. Not only were students and teachers expected to deal with synthesizing the contents of a course, now they were also expected to learn the mechanics of the simulation. It soon became apparent that time was needed to ‘learn’ the rules of the game, and to understand the limits and restrictions on decision entry. Only after both groups became comfortable with these data entry issues was it possible to understand the application of different business strategies and their outcomes.

Faculty Concerns

Since the capstone course in this curriculum is common to all students, multiple sections meet each semester. For faculty used to teaching in a specialized area, the interdisciplinary nature of the simulation meant questions and issues arising outside their expertise could be problematic, but needed to be addressed. The adoption of this simulation also raised concerns among faculty about changes in pedagogy. The ‘game’ couldn’t be fit into an existing course very well, because of the amount of time required to both learn how it works and use it to demonstrate business principles. This meant, for some, giving up traditional lecture classes and replacing them with business laboratories, where the students spend the class periods working together on their simulation decisions, while the instructor assumes the role of coach or consultant for each of the teams.

The issue of academic freedom also arose. Does faculty have the right to choose content and delivery of a course? And how can multiple sections of the same course be assured consistent delivery of course outcomes and objectives without a specific set of goals? These questions are still being addressed at the time of this writing, although it is believed that in the case of core courses, content, objectives, and outcomes are the purview of the entire department, not individual instructors or discrete disciplines.

Student Concerns

The business simulation requires a high level of student engagement. Some students are not conditioned to this enhanced participation, and find they need to change their approach to class to be successful. Students also find they need to ‘brush up’ on long-forgotten principles from different functional areas they may have been exposed to many semesters before. Teams tended to struggle early on in organization and division of responsibilities. Most groups began the simulation huddled around a single screen, making each decision as a group. This method seemed to provide comfort to the group, but proved to be very inefficient. In later rounds, teams divided up the decision-making responsibilities, either functionally, or based on markets or segments of operation in order to meet the increased amount of analysis required for decision making in later rounds.

Conclusions

Based on self-reported student perceptions, the adoption of a business simulation in the capstone business policy course has been an early success. Students report more interest in the class, higher levels of overall engagement, and seem to appreciate the experiential aspects of the course, versus a lecture-based class. Students also claim a better
understanding of the interdependencies of the various functional areas of a business.

The course is used as an assessment platform because it offers one last chance at a cross-section of the entire student body of the business school. As such, students experience both direct and indirect measures of knowledge. The simulation provides an imbedded individual assessment tool that measures students’ understanding of individual business functions as well as business processes that cut across functional areas. This mechanism provides feedback on how students compare to other students in schools around the globe. What remains undetermined is the actual learning impact of the experiential simulation versus the more traditional lecture course it replaced.

A teaching circle is being established to help individual instructors deal with questions of course setup and administration, as well as pedagogical issues. It is believed that this free exchange of ideas and experiences will help all instructors reach a comfort level with the many changes this adoption has precipitated. Initial and follow-up training for all instructors in the mechanics of the simulation is also helpful. And tutoring classes, or labs, will be established next semester to help struggling students.

Students generally are very positive about the course change. Generating the same positive outlook among the faculty teaching the course is a slower process, but must be achieved for the program’s ultimate success.
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RESULTS OF A LAPTOP SURVEY AT A PENNSYLVANIA COLLEGE USING ROGERS’ THEORY OF DIFFUSION OF INNOVATION

W. R. Eddins, York College of Pennsylvania

Abstract
This paper presents the results of a survey based upon Rogers’ theory of diffusion of innovation. The survey was administered to faculty who participated in a pilot laptop program. The findings should inform management in higher educational settings and assist them in planning the allocation of information technology, faculty support, and training.

Introduction
Computer technology adoption and usage is often left to individual faculty members at colleges and universities. In these settings, the question often arises as to which faculty members will use a novel technology for instructional purposes. This is an important management question because the answer will impact planning of educational resources such as the availability of software licenses, the allocation of computer platforms, and the provision of Information Technology (IT) support and training, to name a few.

Research in IT theory provides several models that address this issue. See Table 1 for a synopsis of three of the models discussed here. Davis’ Technology Acceptance Model (TAM) postulates that the primary drivers to the adoption and usage of a new technology in IT are the perceived usefulness and the perceived ease of use of the technology. Perceived usefulness is defined as the degree that using a particular IT tool enhances performance on the job and perceived ease of use is defined as the degree that using the IT will be effortless (Davis 1989). Implied, but not addressed directly in these definitions, are a social system that rewards the adopter and one that informs the user of the characteristics of the tool (i.e. difficulty in learning, complexity, appropriateness to the job). TAM has informed much research in IT; however, some feel that it may be over-emphasized in that the individual is focused upon at the detriment of research into developmental issues, and systematic, organizational, and social contexts (Benbasat and Barki April 2007).

The second models is Thompson et al’s (1991) Personal Computer Utilization Model (PCM) which focuses upon the role of experience in the adoption of computer technologies, social norms and the consequences of the use of an IT tool such as fitness to the job, complexity, and long-term consequences. More recent work by Thompson et al (1994) hypothesizes that experience may act as a moderating influence on the decision to adopt an IT tool. That is, as the experience of the user increases, then ease of use, for instance, becomes less important than other factors, such as social norms (use of the tool by peers) and personal development.

The third model is Rogers’ (2003) Theory of the Diffusion of Innovation (TDI). Rogers’ definition of diffusion makes clear the major constructs of his model: “Diffusion is the process by which an innovation is communicated through certain channels over time among the members of a social system” (Rogers 2003, p. 5). More recently, Moor and Benbasat (1996) have extended Rogers’ research into the field of IT. They add and validate constructs specific to IT including the relative advantage and ease of use of computer tools.

The research into this area is heavily influenced by research in psychology including theories of human behavior (Sheppard et al. 1988); psychological theories of motivation (Vallerand 1997) and planned behavior (Ajzen 1991); and theories in cognition and social contexts (Bandura 1986). Other research has its roots in management science studies and includes the relationship between the task to be performed and the technology (Goodhue 1995); and the role between the technology and the work place (Davis et al. 1989). Finally, the interested reader may wish to consult Venkatesh et al. (2003) for an excellent
review of the research into the adoption and usage of IT technologies.

This paper reports the results of a survey that was administered to faculty members using Rogers’ theory of the diffusion of innovation.

**Discussion**

During the fall semester of 2007, the Instructional Resources Committee (IRC) at a college in south-central Pennsylvania was given the task to survey the recipients of laptops or notebook computers (Eddins 2007). This survey was based upon Rogers’ TDI theory. The survey used two helpful resources in its construction (Sahin and Thompson 2006, and Mitra et al. 1999). The objectives of the survey follow:

- Identify IT support and training requirements.
- Advertise the use of computer-based innovations in the classroom.
- Augment institutional research in the area of teaching technologies.
- Provide experience to the IRC in outcomes assessment techniques.

The remainder of the section reports the results of that survey. The next section describes the design of the survey. Following is a section that makes observations based upon the analysis of the survey results. The last section gives lessons learned.

**Survey Design**

The survey is divided into eight sections (Eddins 2007). Due to the number of questions on the survey, it was deemed important to automate the collection of data using computer tools. The survey software that was provided to the IRC is a web poll package developed for the college. Unfortunately, the polling software cannot handle surveys with many questions. As a result, the survey was implemented as several separate polls which roughly corresponded to the sections in the survey. See Table 2 for a list of the sections and/or polls in the survey.

The respondents were faculty members who were assigned laptops or notebooks. However, all questions were not answered by respondents. As a result, some questions have less than twenty-four responses.

The first and second polls are combined for discussion purposes and include the same questions related to computer software use. Both polls ask participants to rate their usages of software applications on desktop or laptop computers. The first poll asks participants to answer questions from the perspective of their current use of desktop computers whereas the second asks the respondent to take the perspective of their expected use of laptop or notebook computers in answering the poll. Answers to this question were based upon a Likert scale with the choices being never, rarely, sometimes, often and very often. See Table 2 for the questions in Polls 1 and 2.

The third poll asks questions regarding the participants’ frequency of access to computers for instructional purposes. Answers to this poll are based upon the same Likert scale as answers to polls one and two. The fourth poll looks into access limitations of faculty to computers for instructional purposes. Answers to polls four, five and six are based upon a Likert scale with choices being strongly disagree, disagree, neutral, agree, and strongly agree. The fifth poll looks at participants’ attitude toward computers as tools for instructional purposes. The sixth poll questions participants’ feelings about the support received from the Information Technology (IT) group for instructional purposes.

The seventh poll places participants on Rogers’ adopter curve by asking them to answer a statement that best describes them in terms of their use of computers for instructional purposes. Answers to this poll classify participants into one of Rogers’ adopter groups (innovators, early adopters, early majority, late majority, and laggards). Finally, the last poll asks participants demographic questions.

**Survey Observations**

This section summarizes the findings of the survey. Averages of the responses were generated for each
question. If the reader is interested, the writer can provide more detail upon request.

A Chi-square analysis of the questions in polls one and two indicates that there is no significant difference between participants’ use of desktop computers and their expected use of laptop computers. See Figure 1. However, IT can expect continued high usage of word processing, classroom management software, email, internet content browsers, Windows, and the college portal. High usage is defined as an answer of often or very often to questions regarding software use in polls one and two. Increased usage of all applications is a potential outcome for all applications except the Macintosh operating system.

Responses to poll three indicate that high levels of usage by faculty of computers for instructional purposes in the office, at home, and possibly in the classroom can be expected. High usage is defined as answers of often or very often to questions regarding use. Moderate levels of usage by faculty can be expected in the computer labs, and in the library or media center. Moderate level is defined as answering poll questions with a response of rarely or sometimes.

Responses to poll four show that there are no areas where faculty felt strongly that they had insufficient access to computers for instructional use. Strongly felt is defined as answering questions in this poll as agree or strongly agree. However, there are a couple of areas that tended above neutral which may indicate a slightly negative response. First, some faculty felt that there are not enough software licenses. Second, some faculty felt that there is a lack of support for integrating computers into the curriculum.

The analysis of poll five indicates that faculty members have a favorable view of the use of computers in the following areas: computers improve the quality of teaching; computers fit well with the way they like to teach; learning to use computers is easy; they feel comfortable using computers; computers make learning easier and more efficient; the use of email gives easier access to colleagues, administrators, and students; and they are not fearful of using computers. A favorable view is defined as answering questions with the choice of agree or strongly agree. On the other hand, participants were neutral regarding the following topics: they prefer to deliver lessons using computers; they expect all faculty members to use computers for instructional purposes; computers increase their workload; and that students expect faculty members to use computers for instructional purposes. A neutral response is defined as choosing neutral to these topics on this poll.

Poll six examines participants’ feeling toward the support they receive from IT and the social context of the college. For instance, they disagreed with the idea that colleagues discourage the use of computers for instructional use (answered strongly disagree or disagree). They feel that the current three year rotation policy of computers is appropriate (answered strongly agree or agree). All of the other responses were neutral. However, it should be noted that borderline responses (Choice Id >= 2.50 but less than 3.00) occurred in the following areas: that many faculty use computers for instructional purposes; that they receive timely technical support and maintenance; that they have access to workshops and/or training on computer use; that the administration feels that computers are important for instructional purposes; and that colleagues share information and ideas about computer use.

The responses from poll seven indicate that the majority of participants (56%) are innovators or early adopters according to Rogers’ adopter curve. In fact, eighty-three (83%) of the respondents are classified as innovators, early adopters, or early majority adopters.

Poll eight describes participants as follows:

- Male (59.1%) versus female 40.9%)
- Associate professors (54.5%), assistant professors (40.9%) and full professor (4.5%)
- Have a computer at home (87.5%)
- Have a computer in their office (83.3%)
- Are fairly young (69.6% are less than fifty years old)
- And, that half have taught in higher education for less than 15 years (50%)
In summary, the college can probably expect continued high usage of certain applications, particularly desktop, email, and browsers. In fact, there may be a slight increase due to faculty members being able to take their laptops home. On the other hand, moderate usage of faculty using computers in computer labs, the library and/or media centers can be expected. In general, faculty members are satisfied with their access to computers for instructional purposes, the support that they receive from IT, and the three year rotation policy. In terms of the social context of an educational organization, faculty participants feel that computers improve teaching, and that computers makes learning easier and communication more effective.

On the other hand, there are areas that can be improved. Some felt that there should be more licenses for software, and that more training can be provided particularly in integrating computers into the curriculum. In terms of the social context, some faculty members feel that computers, as instructional tools, are not very important to the administration, other faculty, and students. This finding is to be expected given that the college culture stresses the importance of classroom instruction.

Finally, these faculty members represent an initial group of innovators. They should be able to provide leadership and mentoring to faculty members who will received future laptops, particularly in their departments. They are mostly male, young, have computers at home, and are computer literate.

**Lessons Learned from the Survey**

The most important lesson learned concerns the software used to automate the participants responses. Since polling software was used, the survey responses were made more difficult to gather, analyze, and interpret. In fact, certain statistical procedures could not be employed, such as cross-tabs to generalize answers based upon responses to demographic questions. An alternative approach to automating surveys is open-source software such as the Questionnaire Programming Language (QPL). QPL is a product of the Government Accounting Office that is maintained and updated regularly. It can be found at [http://qpl.gao.gov](http://qpl.gao.gov).

However, most lessons are positive. IT management is to be congratulated on their administration of resources in most cases. There are areas of improvement, but this exercise represented by this survey is an important one to continue for the college and the IRC. Finally, Rogers’ theory of the diffusion of innovation is an important model for assessing the potential impact of introducing and planning the support for the adoption of instructional technology in an educational setting.

**Conclusion**

There should be more research into the application of Rogers’ theory of diffusion of innovation. For instance, Groff and Mouza (2008) propose a framework based upon individual, social, and organizational needs in an educational setting. If their framework is validated, it may be able to predict whether an innovative technology will be adopted in an educational setting; and if adopted, it may be able to assist management to predict support required by adopters (training, technical needs, and mentoring).

More effort needs to go into integrating the models discussed here specifically in higher educational institutions. While the research of Venkatesh et al. (2003) begins the process of model integration, they focus mostly upon the use of technology for productivity enhancements in the office, and not on educational settings where the adoption of technology is usually voluntary. Since enormous sums are spent on technology in higher education, this effort should be well worth the time.
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## Appendix A

### Table 1 – Summary of Research into Models of User Adoption of Information Technology

<table>
<thead>
<tr>
<th>Reference</th>
<th>Model</th>
<th>Core Model Constructs</th>
<th>Contextual Focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Davis 1989</td>
<td>Technology Acceptance Model (TAM)</td>
<td>Perceived usefulness and perceived ease of use</td>
<td>Individual adopter</td>
</tr>
<tr>
<td>Thompson et al 1991 and 1994</td>
<td>Personal Computer Utilization (PCU)</td>
<td>The role of experience of novices and expert users; and some social factors</td>
<td>Individual adopter and social norms</td>
</tr>
<tr>
<td>Rogers 2003 and Moore and Benbasat 1996</td>
<td>Theory of the Diffusion of Innovation (TDI)</td>
<td>Communication channels, time, social context, relative advantage, and ease of use</td>
<td>Individual adopter and the social organization</td>
</tr>
</tbody>
</table>

### Table 2 – Sections/Polls in Survey

<table>
<thead>
<tr>
<th>Poll Id</th>
<th>Poll Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Current Desktop Computer Use</td>
</tr>
<tr>
<td>2</td>
<td>Expected Level of Laptop Use</td>
</tr>
<tr>
<td>3</td>
<td>Frequency of Computer Use</td>
</tr>
<tr>
<td>4</td>
<td>Computer Access Limitations</td>
</tr>
<tr>
<td>5</td>
<td>Attitude Towards Computers</td>
</tr>
<tr>
<td>6</td>
<td>Computer Support Feedback</td>
</tr>
<tr>
<td>7</td>
<td>First Use of Computers</td>
</tr>
<tr>
<td>8</td>
<td>Demographic Information</td>
</tr>
</tbody>
</table>

### Table 2 – Questions in Polls 1 and 2

<table>
<thead>
<tr>
<th>I use the following application …</th>
<th>Never</th>
<th>Rarely</th>
<th>Sometimes</th>
<th>Often</th>
<th>Very Often</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Word Processing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2) Spreadsheets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3) Database Management</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4) Classroom Management</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5) Graphics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6) Presentation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7) Authoring</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8) CD-ROM, DVD, or Web-based Interactive Content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9) Website Design Software</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10) Email</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11) Internet Content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12) Data Analysis Software</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13) Simulations and Games</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14) Collaboration software</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15) Tutorials</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16) Discipline-specific Programs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17) Windows Operating System</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18) Macintosh Operating System</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19) College portal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 1 - Grouped Bar Chart of Polls 1 and 2
INVENTORY EFFICIENCY IN PENNSYLVANIA FIRMS: A TIME-SERIES ANALYSIS
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Abstract

Much work and investment has gone into the area of inventory efficiency in American firms since the rising challenge of Japanese firms in the 1980’s. Just-in-time (JIT) and other techniques have been a mainstay of American consulting and a focus of American analysis, and inventory efficiency has improved until recently. However, many firms are presently showing declining inventory efficiency (measured by inventory turns). Recent studies on the “bullwhip effect” and rising costs of transportation may explain why firms have recently been showing reduced levels of inventory efficiency.

This study looks at how effective Pennsylvania firms have been in implementing these inventory control systems as shown through their financial statements and how they compare to national trends.

Introduction

This is a preliminary study of 17 industrial companies (as defined by Standard and Poor’s Research Insight, i.e., Compustat) from Pennsylvania over a nearly twenty year period. This model will later be expanded to investigate approximately 250 Pennsylvania firms.

Inventory represents an expensive, and from a financial standpoint, a non-earning asset for firms. Firms must constantly balance the costs of inventory (investment costs, storage costs, movement costs, spoilage costs, obsolescence costs, etc.) against the costs of stock-outs. Lower inventory levels also reduce borrowing, and hence reduce interest, leading to improved profitability.

Lower inventory levels, in addition to these traditional financial costs cited above, also drive quality. Alles, Amershi, Datas, and Sarkar (2000) suggest that reduced inventories improve process reliability, product quality and cost.

Inventory changes over time are also important from a macro-economic viewpoint. Joseph, Larrain and Singh (2008) suggest that inventory fluctuations have accounted for a sizable portion of the changes in the U.S. GDP during recessions over the past fifty years. They also suggest that the process of inventory adjustment to sales surprises is subject to numerous distortions, including money illusion.

Inventory levels tend to be rather variable over time, but generally have shown a downward trend, evidenced by increases in the inventory turnover ratio. Chen, Frank and Wu (2005) reported that U.S. manufacturing companies showed about a 2% reduction in inventories per year over the period 1981 to 2000. The reduction was mainly due to work-in-process inventory (down 6% per year) with no reduction in finished goods. This rate of reduction over the 20 year period suggests a doubling in inventory turns.

Chen (2005) also reported that firms with abnormally high inventories have abnormally poor long-term stock returns, while firms with slightly lower than average inventories had good stock returns. Firms with the lowest inventories had only ordinary returns. If true, this presents a difficult problem of separating firms into two groups (good inventory efficiency versus poor inventory efficiency). As it appears there are three groups, with the last two (slightly below average inventories and lowest inventories) being particularly hard to categorize.

In “Inventory Turnover” (2005) the Manufacturing Performance Institute reported that, for the three years ending in 2007, 52% of U.S. companies increased their inventory turnover rate and 24% showed that their turnover remained steady.

Finally, a Traffic World article, Inventory’s New Dimensions” (2008) suggests that increasing
transportation costs, due to the tripling of fuel costs in the 1990’s, has eroded much of the earlier progress in this area.

The purpose of this study is to examine in detail the inventory level changes over time in Pennsylvania firms to ascertain if these firms are following national trends, and if there is an overall trend of decreasing inventory levels. An additional focus is to develop a general model for further investigation of all the companies in Pennsylvania.

In particular, this study looks at how Pennsylvania companies compare in terms of inventory variability versus sales variability, inventory versus sales, and how Pennsylvania firms compare to recent national trends in inventory effectiveness.

**Literature Review**

Singh (2008) details the important of inventory efficiency as part of a firm’s working capital management. His empirical model suggests that firms can reduce inventory levels by 10-20% without any effect on production or sales.

Inventory levels obviously vary over the business cycle, and are affected by the time required to replace or use up inventory when sales do not match projected sales. As a result, the variability of inventory tends to exceed the variability of sales. Khan and Thomas (2008) used a generalized equilibrium business cycle model to allow for endogenous inventories of intermediate goods. They concluded that inventory investment is pro-cyclical, co-moves with final sales, and that the cyclical variability of total production exceeds the cyclical variability of sales. Their baseline model accounted for 64% of the measured cyclical variability.

The changes in demand, and hence the level of required inventory, is also affected by what Caloiero, Strozzi, and Zaldívar Comenges (2008) call the “bullwhip effect”. This is the phenomenon of amplification and distortion of demand in the supply chain for firms not directly selling to the final consumer. This bullwhip effect can lead to mis-estimation of required inventory levels when sales estimates change, and hold-over stocks of inventory when sales collapse. Since firms not directly selling to the consumer get much of their information from their buyers, there can be considerable lags in receiving information on demand level changes. Data Sample

The data sample is taken from Compustat and is comprised of 17 companies classified as industrials (as defined by Compustat). Industrials are generally firms that are in the middle of the supply chain, supplying manufactured goods to firms closer in the supply chain to final customers. Originally there were 36 companies in the sample, but companies with less than 18 years of data, or having years with unavailable data were removed from the sample. The companies in this sample vary widely in size and industry.

<table>
<thead>
<tr>
<th>Name</th>
<th>Primary SIC</th>
<th>SIC Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMETEK INC</td>
<td>3823</td>
<td>INDUSTRIAL MEASUREMENT INSTR</td>
</tr>
<tr>
<td>AMPCO-PITTSBURGH CORP</td>
<td>3460</td>
<td>METAL FORGINGS AND STAMPINGS</td>
</tr>
<tr>
<td>BAKER (MICHAEL) CORP</td>
<td>8711</td>
<td>ENGINEERING SERVICES</td>
</tr>
<tr>
<td>CAO TECHNOLOGIES INC</td>
<td>3690</td>
<td>MISC ELECT MACHY, EQ, SUPPLIES</td>
</tr>
<tr>
<td>ENVIRONMENTAL TECTONICS CORP</td>
<td>3690</td>
<td>MISC ELECT MACHY, EQ, SUPPLIES</td>
</tr>
<tr>
<td>FOSTER (LS) CO</td>
<td>5051</td>
<td>METALS SERVICE CENTERS, WHSL</td>
</tr>
<tr>
<td>HARSCO CORP</td>
<td>3390</td>
<td>MISC PRIMARY METAL PRODUCTS</td>
</tr>
<tr>
<td>HEALTHCARE SERVICES GROUP</td>
<td>7340</td>
<td>SWCS TO DWELLINGS, OTH BLDGS</td>
</tr>
<tr>
<td>HERLEY INDUSTRIES INC, DE</td>
<td>3812</td>
<td>SRCH, DET, NAV, GUID, AERO SYS</td>
</tr>
<tr>
<td>IWI INC</td>
<td>3827</td>
<td>OPTICAL INSTRUMENTS &amp; LENSES</td>
</tr>
<tr>
<td>II-VI INC</td>
<td>3827</td>
<td>OPTICAL INSTRUMENTS &amp; LENSES</td>
</tr>
<tr>
<td>IKON OFFICE SOLUTIONS</td>
<td>5040</td>
<td>PROF &amp; COML EQ &amp; SUPPLY, WHSL</td>
</tr>
<tr>
<td>KENNAMETAL INC</td>
<td>3540</td>
<td>METAL WORKING MACHINERY &amp; EQ</td>
</tr>
<tr>
<td>MET-PRO CORP</td>
<td>3664</td>
<td>INDL COML. FANS, BLOWER, OTH EQ</td>
</tr>
<tr>
<td>MINE SAFETY APPLIANCES CO</td>
<td>3842</td>
<td>ORTHO, PROSTH SURG, APPL SUPPLY</td>
</tr>
<tr>
<td>PARAGON TECHNOLOGIES INC</td>
<td>3930</td>
<td>CONSTR, MINING, MTL HANDLE EQ</td>
</tr>
<tr>
<td>PDG ENVIRONMENTAL INC</td>
<td>4965</td>
<td>HAZARDOUS WASTE MANAGEMENT</td>
</tr>
<tr>
<td>TELEFLEX INC</td>
<td>3841</td>
<td>SURGICAL, MED INSTR, APPARATUS</td>
</tr>
</tbody>
</table>
These companies are generally in the middle of the production stream, providing goods and services to the sellers to the final consumer. Their inventory levels are tied to the sales to the final consumer, filtered through the demand from the final producer.

Analysis of the Sample

Regression of Sales versus Inventory

The level of inventory should be affected by the level of sales and for many of the companies such a relationship does exist with significant t and F statistics at a very high level (99.9%). The $R^2$ for most companies was fairly high but with a great deal of variability. (See Table 1 at end of paper.)

In particular, when sorting the data based on the $R^2$ of the regression there were two groups, those over a 75% $R^2$ (12) and those below a 58% $R^2$. Removing the lower group and regressing the $R^2$ against sales growth illustrates that higher growth seems to imply a stronger relationship between sales growth and inventory level.

This might mean that these companies can better control their inventory levels because of the higher sales growth, or that their industries are better able to forecast demand. Forecasting of demand for intermediate producers is more difficult than for consumer retailers, as the changes in sales must move through the system from retailer to product producer to the intermediate supplier of components. Differences in the production “chain” may explain much of the ability of an intermediate producer to adjust inventory to sales.

Variability of Inventory versus Sales

Khan (2008) noted that the cyclical variability of total production exceeds the cyclical variability of sales. In our sample, the ratio of the coefficients of deviation of sales and inventory were calculated and over half the sample (58%) supported Khan (2008), with the coefficient of deviation for inventory being greater than the coefficient of deviation for sales. In the remainder, most of the companies had a coefficient of deviation for inventory nearly as high as the coefficient of deviation for sales. (See Table 2 at end of paper.)

It is interesting to note that the range of inventory to total assets is, on average, about 20% of firm assets.
This would imply that improvements in inventory efficiency would have significant effects on returns.

**Trends in Inventory Turnover**

The Manufacturing Performance Institute report (cited earlier) of 52% of all U.S. companies increasing their inventory turns (defined as COGS/Inventory) appears to be a reasonable estimate of the situation in Pennsylvania firms in this sample. Over the past twenty years 53% of the Pennsylvania firms in the sample showed an increase in inventory turns. The following chart shows the percentage increase in inventory turns for the past twenty years, sorted by % Changes in Turns. (See Table 3 in the appendix.)

However, over the past three years (2005 to 2007), only 35% of the sample firms showed an increase in inventory turns, but in all but one case the increase was trivial. Further, 82% of the sample had ending turns (in the years 2005 to 2007), which were lower than their peak turns during the past twenty years. It appears that Pennsylvania firms, in general, showed increasing inventory turns until about 2004, but declining performance in inventory efficiency since then.

The effect of higher turns appears to have no effect on profitability of the firm. Regressions of inventory turns against profits on sales showed no explanatory power and only in two of the seventeen regressions were the inventory turns variable significant.

**Conclusions and Discussion**

This study of a small sample of Pennsylvania firms has shown some interesting facets of inventory efficiency. As would be expected, the results are mixed, with at present no real inkling of how to break the sample into groups that allow discernment of trends. The small sample size also precludes enlightenment on proper grouping. A major issue is how to properly measure success in handling inventory as Chen (2005) has shown that poor handling of inventory does result in lower stock performance. However, companies with below average inventory are rewarded in the market with higher stock returns, but companies with very low inventories levels receive only normal returns.

It does appear that most of the Pennsylvania firms’ inventory levels are affected by their sales, with a high degree of significance. There also appeared to be two groups, with the larger group having $R^2$ s of over 75%, with a strong relationship between sales growth and inventory level. A higher sales growth would give a firm more opportunity to adjust their inventories relative to their sales.

The study also showed that over half the Pennsylvania firms (58%) also followed national trends with higher variability in inventory than in sales. Even those firms with a lower variability in inventory than sales were generally close in inventory variability relative to sales variability.

The performance of Pennsylvania firms has followed, in general, the improvements in inventory turnover shown on the national level. Over half the firms in the sample increased their inventory turns over the period on average, but only 35% showed improvements in inventory turns over the past three years (2005-2007).

It does appear that over the period of 1980 to the present, inventory efficiency has generally increased nationally, and in Pennsylvania firms, up until about 2003. Then the high transportation costs starting in the early 1990’s and the later “bullwhip effect” began to erode these gains, finally leading to reductions in inventory efficiency in the last few years. Pennsylvania firms have in general followed these trends, with significant variation between firms. A larger sample should help better define these trends.
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Table 1

<table>
<thead>
<tr>
<th>Company</th>
<th>% Inv/TA</th>
<th>Inv.</th>
<th>Sales</th>
<th>Coef. Of Dev</th>
<th>Inv.</th>
<th>Sales</th>
<th>Coef. Of Dev</th>
<th>Inv./Sales</th>
<th>Inv./Sales</th>
<th>Coef. Of Dev</th>
<th>Ratio of than 1</th>
<th>Greater</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMETEK INC</td>
<td>14.7%</td>
<td>$128.70</td>
<td>$400.85</td>
<td>0.40</td>
<td>$58.41</td>
<td>$999.96</td>
<td>0.45</td>
<td>1.13</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMPCO-PITTSBURGH CORP</td>
<td>19.9%</td>
<td>$46.21</td>
<td>$206.97</td>
<td>0.27</td>
<td>$10.75</td>
<td>$58.15</td>
<td>0.23</td>
<td>0.86</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BAKER (MICHAEL) CORP</td>
<td>20.4%</td>
<td>$30.94</td>
<td>$389.40</td>
<td>0.41</td>
<td>$25.58</td>
<td>$156.38</td>
<td>0.83</td>
<td>2.03</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C&amp;D TECHNOLOGIES INC</td>
<td>21.8%</td>
<td>$48.44</td>
<td>$145.56</td>
<td>0.46</td>
<td>$58.41</td>
<td>$145.56</td>
<td>0.49</td>
<td>1.05</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENVIRONMENTAL TECTONICS CORP</td>
<td>34.1%</td>
<td>$10.08</td>
<td>$7.25</td>
<td>0.28</td>
<td>$3.83</td>
<td>$25.47</td>
<td>0.38</td>
<td>1.34</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOSTER (LB) CO</td>
<td>34.7%</td>
<td>$49.93</td>
<td>$72.25</td>
<td>0.27</td>
<td>$19.30</td>
<td>$271.97</td>
<td>0.39</td>
<td>1.45</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HARSCO CORP</td>
<td>14.3%</td>
<td>$213.26</td>
<td>$163.02</td>
<td>0.68</td>
<td>$68.29</td>
<td>$663.22</td>
<td>0.32</td>
<td>0.95</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEALTHCARE SERVICES GROUP</td>
<td>6.8%</td>
<td>$7.46</td>
<td>$238.35</td>
<td>0.51</td>
<td>$3.67</td>
<td>$7.25</td>
<td>0.49</td>
<td>1.34</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HERLEY INDUSTRIES INC/DE</td>
<td>23.6%</td>
<td>$25.55</td>
<td>$158.38</td>
<td>0.41</td>
<td>$7.46</td>
<td>$158.38</td>
<td>0.49</td>
<td>2.03</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>II-VI INC</td>
<td>15.3%</td>
<td>$15.74</td>
<td>$77.87</td>
<td>0.96</td>
<td>$17.46</td>
<td>$77.87</td>
<td>1.11</td>
<td>1.68</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IKON OFFICE SOLUTIONS</td>
<td>11.3%</td>
<td>$374.09</td>
<td>$58.82</td>
<td>58.82%</td>
<td>$139.59</td>
<td>$139.59</td>
<td>0.37</td>
<td>1.33</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KENNAMETAL INC</td>
<td>22.4%</td>
<td>$267.45</td>
<td>$663.22</td>
<td>0.34</td>
<td>$132.09</td>
<td>$132.09</td>
<td>0.49</td>
<td>2.03</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MET-PRO CORP</td>
<td>21.8%</td>
<td>$12.40</td>
<td>$62.59</td>
<td>0.33</td>
<td>$3.67</td>
<td>$62.59</td>
<td>0.30</td>
<td>0.89</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MINE SAFETY APPLIANCES CO</td>
<td>18.2%</td>
<td>$93.23</td>
<td>$183.77</td>
<td>0.32</td>
<td>$22.84</td>
<td>$580.76</td>
<td>0.24</td>
<td>0.77</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PARAGON TECHNOLOGIES INC</td>
<td>20.0%</td>
<td>$3.78</td>
<td>$36.49</td>
<td>0.67</td>
<td>$2.50</td>
<td>$36.49</td>
<td>0.66</td>
<td>1.61</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PDG ENVIRONMENTAL INC</td>
<td>15.9%</td>
<td>$2.82</td>
<td>$24.45</td>
<td>0.68</td>
<td>$1.95</td>
<td>$24.45</td>
<td>0.69</td>
<td>0.72</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TELEFLEX INC</td>
<td>20.5%</td>
<td>$246.84</td>
<td>$795.20</td>
<td>0.58</td>
<td>$127.26</td>
<td>$795.20</td>
<td>0.52</td>
<td>1.45</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>19.7%</td>
<td>Total</td>
<td>10</td>
<td>Std. Deviation</td>
<td>7.04%</td>
<td>58.82%</td>
<td>58.82%</td>
<td>0.88</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Regression</th>
<th>R^2</th>
<th>t-stat</th>
<th>Sign.</th>
<th>F-test</th>
<th>Sign.</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMETEK INC</td>
<td>93.00%</td>
<td>15.83</td>
<td>*</td>
<td>250.678</td>
<td>**</td>
</tr>
<tr>
<td>AMPCO-PITTSBURGH CORP</td>
<td>80.00%</td>
<td>8.56</td>
<td>*</td>
<td>73.344</td>
<td>**</td>
</tr>
<tr>
<td>BAKER (MICHAEL) CORP</td>
<td>52.00%</td>
<td>4.31</td>
<td>*</td>
<td>18.65</td>
<td>**</td>
</tr>
<tr>
<td>C&amp;D TECHNOLOGIES INC</td>
<td>80.00%</td>
<td>8.6</td>
<td>*</td>
<td>74.096</td>
<td>**</td>
</tr>
<tr>
<td>ENVIRONMENTAL TECTONICS CORP</td>
<td>55.00%</td>
<td>4.5</td>
<td>*</td>
<td>20.601</td>
<td>**</td>
</tr>
<tr>
<td>FOSTER (LB) CO</td>
<td>97.50%</td>
<td>26.7</td>
<td>*</td>
<td>121.26</td>
<td>**</td>
</tr>
<tr>
<td>HEALTHCARE SERVICES GROUP</td>
<td>91.30%</td>
<td>13.75</td>
<td>*</td>
<td>189.245</td>
<td>**</td>
</tr>
<tr>
<td>HERLEY INDUSTRIES INC/DE</td>
<td>95.70%</td>
<td>26.7</td>
<td>*</td>
<td>714.037</td>
<td>**</td>
</tr>
<tr>
<td>II-VI INC</td>
<td>98.50%</td>
<td>34.1</td>
<td>*</td>
<td>1165.6</td>
<td>**</td>
</tr>
<tr>
<td>IKON OFFICE SOLUTIONS</td>
<td>75.00%</td>
<td>7.372</td>
<td>*</td>
<td>54.34</td>
<td>**</td>
</tr>
<tr>
<td>KENNAMETAL INC</td>
<td>87.10%</td>
<td>11.012</td>
<td>*</td>
<td>121.26</td>
<td>**</td>
</tr>
<tr>
<td>MET-PRO CORP</td>
<td>90.40%</td>
<td>13.023</td>
<td>*</td>
<td>169.59</td>
<td>**</td>
</tr>
<tr>
<td>MINE SAFETY APPLIANCES CO</td>
<td>82.10%</td>
<td>9.097</td>
<td>*</td>
<td>82.772</td>
<td>**</td>
</tr>
<tr>
<td>PARAGON TECHNOLOGIES INC</td>
<td>17.90%</td>
<td>4.962</td>
<td>*</td>
<td>24.628</td>
<td>**</td>
</tr>
<tr>
<td>PDG ENVIRONMENTAL INC</td>
<td>20.5%</td>
<td>$246.84</td>
<td>$795.20</td>
<td>0.58</td>
<td>$127.26</td>
</tr>
<tr>
<td>t-test</td>
<td>*</td>
<td>Significant at 99.9% level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-test</td>
<td>**</td>
<td>Significant at 99.9% level</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Company</th>
<th>% Change</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>PARAGON TECHNOLOGIES INC</td>
<td>173.09%</td>
<td>8.21</td>
</tr>
<tr>
<td>HARSCO CORP</td>
<td>121.96%</td>
<td>6.85</td>
</tr>
<tr>
<td>KENNAMETAL INC</td>
<td>59.62%</td>
<td>2.90</td>
</tr>
<tr>
<td>PDG ENVIRONMENTAL INC</td>
<td>46.12%</td>
<td>12.81</td>
</tr>
<tr>
<td>HEALTHCARE SERVICES GROUP</td>
<td>35.69%</td>
<td>25.46</td>
</tr>
<tr>
<td>MINE SAFETY APPLIANCES CO</td>
<td>23.58%</td>
<td>3.80</td>
</tr>
<tr>
<td>AMPCO-PITTSBURGH CORP</td>
<td>20.00%</td>
<td>3.27</td>
</tr>
<tr>
<td>MET-PRO CORP</td>
<td>17.37%</td>
<td>3.21</td>
</tr>
<tr>
<td>IKON OFFICE SOLUTIONS</td>
<td>0.48%</td>
<td>9.43</td>
</tr>
<tr>
<td>HERLEY INDUSTRIES INC/DE</td>
<td>-9.94%</td>
<td>1.71</td>
</tr>
<tr>
<td>C&amp;D TECHNOLOGIES INC</td>
<td>-13.78%</td>
<td>4.86</td>
</tr>
<tr>
<td>FOSTER (LB) CO</td>
<td>-15.80%</td>
<td>4.88</td>
</tr>
<tr>
<td>TELEFLEX INC</td>
<td>-24.72%</td>
<td>3.52</td>
</tr>
<tr>
<td>AMETEK INC</td>
<td>-26.73%</td>
<td>5.91</td>
</tr>
<tr>
<td>BAKER (MICHAEL) CORP</td>
<td>-27.58%</td>
<td>13.44</td>
</tr>
<tr>
<td>ENVIRONMENTAL TECTONICS CORP</td>
<td>-44.56%</td>
<td>1.86</td>
</tr>
<tr>
<td>II-VI INC</td>
<td>-58.96%</td>
<td>3.23</td>
</tr>
</tbody>
</table>
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FIRM GROWTH RATES AND FINANCIAL CHOICES IN PENNSYLVANIA FIRMS
-- AN EMPIRICAL STUDY ABOUT THE PECKING ORDER THEORY
Enyang Guo, Millersville University
Gary Leinberger, Millersville University

ABSTRACT
How do firms make their financial choices when they seek growth? Are the financial choices affected by firms’ operating characteristics and unique competitive advantages? We follow the Pecking Order Theory to examine 250 Pennsylvania companies during the period of 1988 – 2007. Our empirical results can be summarized as follows: First, firms’ asset growth is positively related to the change of long term debt and the increase of operating cash flow, but there is a negative relationship between asset growth and equity growth. Moreover, the patterns of the financial choices when firms seek growth do vary across different industries. Second, firms’ financial choices are affected by their operating characteristics. Firms with larger holding of tangible assets, larger size and larger asset turnover tend to have larger debt ratio; firms’ financial leverage is negatively related to the holding of intangible assets and non-debt tax shield. Our findings reflect that liquidity and trade-off assumptions influence firms’ financial decision. Finally, the statistically significant negative relation between profitability and financial leverage revealed in our test supports the Pecking Order Theory that the larger the operating earnings, the less the need for external debt financing. It is clear that firms prefer internal financing to external financing, and debt to equity financing.

INTRODUCTION
How do firms make their financing choices when they are seeking growth? Are the financing choices affected by firms’ operating characteristics and unique competitive advantages? Myers (1984) developed the Pecking Order Theory which suggests firms prefer internal financing to external financing when faced with new asset financing. When firms have to use external financing, debt is preferred to equity. While there is some consensus on Myer’s theory, tests of the Pecking Order Theory have been unable to reveal the first-order importance in explaining a firm’s financial choice. Our study is an empirical test of the Pecking Order Model based upon a study of 250 Pennsylvania firms during the period of 1988 – 2007.

The purpose of our study is to investigate firms’ financial choices as they seek business expansion, and explore if the Pecking Order Theory explains their financial choices. Moreover, our study illustrates that a firm’s financial choices are driven by its operating characteristics. A firm’s asset tangibility, operating profitability and shareholders equity status determine financial structure.

Our test results find that firms’ asset growth is positively related to the change of long term debt and the increase of operating cash flow, but negatively related to equity growth. Further, the patterns of the financial choices when firms are seeking growth do vary across different industries. Equity financing seems a last resort for new capital for all the firms in the test; however, consumer manufacturing industries and retail/wholesale industries tend to utilize debt financing when they are seeking new capital for asset expansion while high tech industries and high tech service industries tend to be self-sufficient with internal operating cash flows to support their growth. Moreover, the financial choices are affected by firms’ operating characteristics. Firms’ debt ratio is positively related to tangible asset holdings, asset turnover, and firm size. Debt ratio is negatively related to the non-debt tax shield, the relative size of intangible assets, and the net cash flow generated from operating activities. The statistically negative relationship between profitability and financial leverage revealed in our test confirms our hypothesis that the Pecking Order Theory helps explain financial choices. The larger potential of operating earnings offset the needs for external debt financing, and firms prefer internal financing to external financing.
LITERATURE REVIEW

Corporate capital structure theory has long been debated in the finance literature. Miller and Modigliani (1958) originally present a theoretical approach that posits, in a tax-free world, that debt has no value for firms but when corporate tax is introduced it changes the cost of capital calculations. Later, Miller and Modigliani (1963) show that corporate tax is an important determinant of capital structure. They suggest that a firm’s financial policy goal is to optimize the balance between its borrowing cost and borrowing benefit, that is, the tradeoff between the marginal benefit from tax shields and marginal cost of possible bankruptcy.

Long and Malitz (1983) and Myers (1984) explain that a firm’s financial choice depends on the type of assets a firm holds. Their studies find a negative correlation between borrowing and investing in intangible assets (growth through innovation) and a positive correlation of borrowing with purchases of tangible assets (long-term fixed asset expansion). Zantout (1997) provides similar evidence showing the relationship between a firm’s debt ratio and its research and development induced abnormal stock returns. Titman and Wessels (1988), Harris and Raviv (1991), and Song (2005) report preponderant evidences that a firm’s operating characteristics determine its financial choices, and illustrate the intricacy of asset structure (tangibility), firm size, non-debt shields, expected future cash flows, and market competitive advantage (uniqueness) in the capital structure.

Jensen (1986) indicates a positive correlation between profitability and leverage if the market for corporate control is effective, and a negative correlation if it is ineffective. On the other hand, Myers (2001) reveals it is not always the case that profit-maximizing firms prefer to have high debt interest tax shields. Studies by Baskin (1989) and Rajan and Zingales (1995) show an inverse relationship between profitability and leverage, and related their findings to agency cost hypothesis.

The Pecking Order Theory can be viewed in terms of the information asymmetric hypothesis developed by Fama and Jensen (1983). Myers (1984) and Shyam-Sunder and Myers (1999) explain the tendency of managers to stay on the side of existing shareholders who are more informed about the stock than new investors. Friend and Lang (1988) show that the debt ratio is negatively related to management’s share holding and Berger, Ofek and Yermack (1997) cross-sectional analyses verify entrenched CEOs seek to avoid debt. Berger and di Patti (2005) test the corporate governance theory’s prediction that leverage affects agency costs and thereby influences firm performance, and Harvey, Lins and Roper (2004) reveal, in their study, the presence of potential endogeneity between debt, ownership structure and value when expected agency costs are high.

Data Sample, Variable Definitions, and Test Models

The data sample is from COMPUSTAT database. We include all Pennsylvania listed firms, excepting for financial and utility firms, during the period of 1988 – 2007. A total of 250 firms are in the sample.

Our study consists of two parts: in the first part of the study, we investigate firms’ financial choices when they are seeking growth; in the second part of the study, we explore if a firm’s financial policy is driven by its operating characteristics, tax trade-off, and shareholders’ equity status.

To investigate firms’ financial choices when they are seeking growth, according to the Pecking Order Theory, we hypothesize that a firm’s asset growth is driven by the growth of its operating cash flow, and supported by its long-term debt financing. The variable proxies that reflect both internal and external financing resources are the net cash flow from operating activities, notes payable, long term debt, and common equity. Thus, a firm’s asset growth is the function of operating cash flow growth, long-term debt growth, short-term debt growth, and equity growth. The first empirical model in our test is expressed as follows:

\[
\text{Asset Growth} = f (\text{Operating Cash Flow Growth, Long-Term Debt Growth, Short-Term Debt Growth, and Equity Growth})
\]

Where
Asset Growth = \left(\frac{\text{Asset}_{t=0}}{\text{Asset}_{t=-2}}\right)^{1/3} - 1;

\text{Operating Cash Flow}^2 (\text{OCF}) \text{ Growth}
= \frac{\text{OCF}_{t=0} - \text{OCF}_{t=-1}}{\text{OCF}_{t=-1}};

\text{Long-Term Debt (LTD) Growth}
= \frac{\text{LTD}_{t=0} - \text{LTD}_{t=-1}}{\text{LTD}_{t=-1}};

\text{Short-Term Debt}^3 (\text{STD}) \text{ Growth}
= \frac{\text{STD}_{t=0} - \text{STD}_{t=-1}}{\text{STD}_{t=-1}};

\text{Equity Growth}
= \left(\frac{\text{Common Equity}_{t=0}}{\text{Common Equity}_{t=-2}}\right)^{1/3} - 1.

To match the time sequence that is reflected in a firm’s financial decision, we use a 3-year geometric average to measure asset growth against the annual change in the growth of operating cash flow, long term debt and short term debt. Similarly, we use a 3-year geometric average of equity growth because of the relative static position in a firm’s common equity. Follow the Pecking Order hypothesis, we expect Operating Cash Flow Growth and Long Term Debt Growth are positively related to firms’ Asset Growth while Common Equity Growth does not show a significant relationship to the Asset Growth.

To control possible influence of aggregate economic conditions that might affect firms’ growth and financial choices, we include two macro-economic variables into our test, namely annual change in the prime interest rate and log term of GNP. Thus, our second empirical model is defined as follows:

\text{Asset Growth} = f (\text{Operating Cash Flow Growth, Long-Term Debt Growth, Short-Term Debt Growth, Equity Growth, Change of Prime Interest Rate, and Log (GNP)})

We assume that a firm’s operating characteristics drives its preferences in financial policy. Thus, we then further investigate whether there are patterns of financial choices across different industries. According to the primary SIC reported at the COMPUSTAT database, we divided the 250 firms into seven different groups:

Group A: Consumer products manufacture companies
Group B: Pharmaceutical and chemical industry companies
Group C: High tech industry companies including electronic equipment and medical equipment, etc.
Group D: Retail and whole sale companies
Group E: Service companies
Group F: Computer software companies
Group G: Other manufacture firms.

The first and second empirical models listed above are further tested according to the group classifications. We anticipate there would be different patterns of financial choices across different industry groups.

In the second part of our study, we explore if a firm’s financial policy is explained by its operating characteristics and tax status. As larger firms and firms holding a larger portion of tangible assets in their total assets tend to borrow more, we use size of operating cash flow and size of sales as measurements for firm size. As Long and Malitz (1983) and Myers (1984) explain that a firm’s financial choice depends on the type of assets a firm holds, we define asset turnover, tangible asset ratio and intangible asset ratio as proxies to express firm’s asset characteristics. Following the trade-off theory by Modigliani and Miller (1963) that firms balance their financial policy between marginal benefit from tax shields and marginal cost of possible bankruptcy, we look into the impact of non-debt tax shield on firms’ financial choices, and expect non-debt tax shield and debt tax shield are mutually related as the benefit for borrowing, and that balances the cost of possible bankruptcy associated with debt financing. We define non-debt tax shield as the ratio of depreciation to pre-tax income. The following is the third empirical model in our test and the definition of the variables used in the model:

\text{Long-Term Debt Ratio}
= f (\text{Asset Turnover, Tangible Asset Ratio, Intangible Asset Ratio, Non-Debt Tax Shield, Size (OCF), and Size (Sales)})

Where:

\text{Long-Term Debt Ratio}
= \frac{\text{Long-Term Liabilities / Total Assets}}{	ext{Asset Turnover = Sales / Total Assets}}
We expect Asset Turnover, Tangible Asset Ratio, Size (OCF) and Size (Sales) to have a positive relationship with the Long-Term Debt Ratio while there is a negative relationship between the Long-Term Debt Ratio and Intangible Asset Ratio, and Non-Debt Tax Shield.

**EMPIRICAL RESULTS**

Table 1 report the regression results for the first and the second empirical models. Equations 1 to 6 are simple linear regressions between asset growth rate and the independent variable(s) of interest that define the hypothesized determinates of financial choices in the test. As it is expected, in Equation 1 and Equation 3, asset growth is positively related to long term debt growth and operating cash flow growth, and both are statistically significant. The result of Equation 2 show that short term debt growth (Notes Payable) is not a factor (the coefficient is statistically indifferent from zero). Moreover, as shown in Equation 4, there is a statistically significant negative relation between asset growth and common equity growth, indicating that the proportion of equity in firms’ capital structure is declining as firms expand their assets and seek growth. The results shown in Equation 5 and 6 indicate that economic factors do not have significant impacts on the rate of asset growth.

Equation 7 is a multiple linear regression including all the aforementioned variables that reflect a firm’s financial choices (the first empirical model) while Equation 8 adds two more macro-economic variables that control the influence of aggregate economic climate (the second empirical model), Change of Prime Interest Rate and Log (GNP). As the results presented in Table 1, it reveals that all the variables in the test present consistent signs and statistical significance between the simple linear regressions and the multiple linear regressions, and the coefficients of the two control micro-economic variables remain statistically insignificant. The results shown in Table 1 support our hypothesis that firms’ asset growth is driven by its operating profitability and supported by its long term debt financing. Common equity is the last resort for seeking external financing, and our result indicates firms’ equity proportion in the capital structure is declining as firms expand their assets. The empirical results reported in our test, based on Pennsylvania companies, are supportive of the Pecking Order Theory. Firms prefer internal financing to external financing and debt to equity when they expand their asset base.

**Table 1: Regression Results:**

**Asset Growth vs. Financial Choices**

<table>
<thead>
<tr>
<th>Dependent Variable: Asset Growth Rate</th>
<th>Independent Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equation 1</td>
<td>Equation 2</td>
</tr>
<tr>
<td>Intercept</td>
<td>Coefficient</td>
</tr>
<tr>
<td>Coefficient</td>
<td>T-Value</td>
</tr>
<tr>
<td>Coefficient</td>
<td>P-Value</td>
</tr>
<tr>
<td>Time</td>
<td>Coefficient</td>
</tr>
<tr>
<td>Coefficient</td>
<td>T-Value</td>
</tr>
<tr>
<td>Coefficient</td>
<td>P-Value</td>
</tr>
<tr>
<td>Intercept</td>
<td>Coefficient</td>
</tr>
<tr>
<td>Coefficient</td>
<td>T-Value</td>
</tr>
<tr>
<td>Coefficient</td>
<td>P-Value</td>
</tr>
<tr>
<td>Intercept</td>
<td>Coefficient</td>
</tr>
<tr>
<td>Coefficient</td>
<td>T-Value</td>
</tr>
<tr>
<td>Coefficient</td>
<td>P-Value</td>
</tr>
<tr>
<td>Intercept</td>
<td>Coefficient</td>
</tr>
<tr>
<td>Coefficient</td>
<td>T-Value</td>
</tr>
<tr>
<td>Coefficient</td>
<td>P-Value</td>
</tr>
<tr>
<td>Intercept</td>
<td>Coefficient</td>
</tr>
<tr>
<td>Coefficient</td>
<td>T-Value</td>
</tr>
<tr>
<td>Coefficient</td>
<td>P-Value</td>
</tr>
<tr>
<td>Intercept</td>
<td>Coefficient</td>
</tr>
<tr>
<td>Coefficient</td>
<td>T-Value</td>
</tr>
<tr>
<td>Coefficient</td>
<td>P-Value</td>
</tr>
</tbody>
</table>
The first and the second empirical models are further tested by industrial groups and the results are reported in Table 2 and Table 3. Table 2 presents the details of the regression result while Table 3 summarizes the regression result and how they are aligned with the test hypothesis. Interestingly, none of the groups resemble identical pattern shown in Table 1. As Table 3 summarizes, Group A, B, C, and D (consumer products manufacture companies, pharmaceutical and chemical industry companies, electronic equipment and medical equipment companies, and retail/whole sale companies) show a significantly positive relation between asset growth and long term debt growth while also showing no relation from long term debt growth to asset growth for group E, F, and G (Service companies, computer software companies, and other manufacture companies). Group B, C, and F show a statistically significant positive relation between asset growth and operating cash flow growth while the others do not. The significant negative relation between asset growth and common equity growth is only presented for Group A and B. Moreover, there is a positive and significant relationship between asset growth and short term borrowing growth for Group B and E.

The results presented in Table 3 explain some interesting points: the patterns of the financial choices when firms are seeking growth vary across different industries. Equity financing seems a last resort for new capital for all the firms in the test (the coefficients for all the industry groups are negative or insignificant); nevertheless, consumer manufacturing industries and retail/wholesale industries tend to go to debt financing when they are seeking new capital for asset expansion. High tech industries (Pharmaceutical and chemistry, high-tech equipment, and Computer Software) look mainly to internal operating cash flows to support their business growth. Overall, the results in Table 3 are consistent with the general pattern reported in Table 1, though there are exceptions but they are statistically insignificant. There is a positive relation between asset growth and long term debt growth/operating cash flow growth while a negative relation between asset growth and common equity growth. There is also a positive relation between asset growth and short term borrowing but it is not statistically significant except for group B (Pharmaceutical and Chemistry) and Group E (Service). Our results, again, confirm that firms prefer internal financing, and operating cash flow growth drives asset growth. When external financing is needed, debt comes before common equity.

### Table 2: Regression Results: Asset Growth vs. Financial Choices by Industrial Groups

<table>
<thead>
<tr>
<th>Dependent Variable: Asset Growth Rate</th>
<th>Independent Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group A</td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
</tr>
<tr>
<td>T-Value</td>
<td>2.32</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.0238</td>
</tr>
<tr>
<td>Long-Term Debt Growth Rate</td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>7.517</td>
</tr>
<tr>
<td>T-Value</td>
<td>3.59</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.0066</td>
</tr>
<tr>
<td>Short-Term Debt Growth Rate</td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.411</td>
</tr>
<tr>
<td>T-Value</td>
<td>0.94</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.3448</td>
</tr>
<tr>
<td>Operating Cash Flow Growth Rate</td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.561</td>
</tr>
<tr>
<td>T-Value</td>
<td>0.6</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.6955</td>
</tr>
<tr>
<td>Equity Growth Rate</td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>-0.0789</td>
</tr>
<tr>
<td>T-Value</td>
<td>-7.72</td>
</tr>
<tr>
<td>P-Value</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>R-Square</td>
<td>0.6131</td>
</tr>
</tbody>
</table>

### Table 3: Summary of the Multiple Linear Regressions by Group

- **Dependent Variable: Asset Growth Rate**
- **Independent Variable**
- **Group A**
- **Group B**
- **Group C**
- **Group D**
- **Group E**
- **Group F**
- **Group G**
Lastly, it is interesting that our finding also confirms a negative relation between long term debt ratio and size of net cash flow from operating activities, and that is consistent with the study of Baskin (1989) and Rajan and Zingales (1995) that show a negative relation between profitability and financial leverage. As Baskin, Rajan and Zingales relate their result with agency cost assumption, we bring it into alignment with the Pecking Order hypothesis. As firms have larger capacity to generate sizable operating earnings to support their asset growth, they are less likely to use external debt financing. Firms tend to prefer internal financing to external financing.

Table 4 reports the result of tests of whether firms’ operating characteristics explain their financial choices. Equation 9, 10, and 11 are regressions of numerous operating characteristics against the long term debt ratio. Equation 9 is formed by the variables expressing proxies for asset characteristics, which are asset turnover, tangible asset ratio, intangible asset ratio, and non-debt tax shield. Equation 10 tests the size variables, using size of sales and size of operating cash flow. Equation 11 combines Equation 9 and 10.

As the \textit{P-Value} reported at the table, all the coefficients are statistically significant. It reveals that long term debt is positively related to asset turnover, tangible asset ratio, and size of sales while there is a negative relationship between long term debt and intangible asset. The result reflects that larger firms and firms holding a larger portion of tangible assets tend to borrow more, and this finding is in line with the liquidity assumption in the finance literature. Further, the result shows a negative relation between long term debt ratio and non-debt tax shield, expressing a mutual relationship between debt tax shield and non-debt tax shield. A higher debt ratio brings a larger debt tax shield that is offset by firm’s non-debt tax shield. A firm’s financial policy is to optimize the balance between its borrowing cost and borrowing benefit, that is, the tradeoff between marginal benefit from tax shields and marginal cost of possible bankruptcy due to incremental leverage.

### Table 4: Regression Results: Long Term Debt vs. Operating Characteristics

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.12152</td>
<td>0.01156</td>
<td>0.02238</td>
</tr>
<tr>
<td>T-Value</td>
<td>4.84</td>
<td>3.06</td>
<td>5.0259</td>
</tr>
<tr>
<td>P-Value</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Asset Turnover</td>
<td>0.0374</td>
<td>0.0439</td>
<td>0.0433</td>
</tr>
<tr>
<td>T-Value</td>
<td>2.32</td>
<td>2.03</td>
<td>2.03</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.0301</td>
<td>0.0465</td>
<td>0.0465</td>
</tr>
<tr>
<td>Non-Debt Tax Shield</td>
<td>-0.05052</td>
<td>-0.0031</td>
<td>-0.0031</td>
</tr>
<tr>
<td>T-Value</td>
<td>-1.82</td>
<td>-1.31</td>
<td>-1.31</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.0677</td>
<td>0.0539</td>
<td>0.0539</td>
</tr>
<tr>
<td>Tangible Asset Ratio</td>
<td>0.14708</td>
<td>0.14639</td>
<td>0.14639</td>
</tr>
<tr>
<td>T-Value</td>
<td>3.39</td>
<td>3.39</td>
<td>3.39</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.0001</td>
<td>0.0006</td>
<td>0.0006</td>
</tr>
<tr>
<td>Size (Operating Cash Flow)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>-0.05961</td>
<td>-0.05733</td>
<td>-0.05733</td>
</tr>
<tr>
<td>T-Value</td>
<td>-7.51</td>
<td>-6.48</td>
<td>-6.48</td>
</tr>
<tr>
<td>P-Value</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Size (Sales)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.05772</td>
<td>0.05716</td>
<td>0.05716</td>
</tr>
<tr>
<td>T-Value</td>
<td>7.02</td>
<td>5.78</td>
<td>5.78</td>
</tr>
<tr>
<td>P-Value</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

**CONCLUSION**

Does financial choice and order of financing matter when firm seek business growth? We use the Pecking Order Theory to examine 250 Pennsylvania companies during the period of 1988 to 2007. Our empirical results can be summarized as follows: First, firms’ asset growth is positively related to the change of long term debt and the increase of operating cash flow, but there is a negative relationship between asset growth and equity growth. Further, the patterns of the financial choices when firms are seeking
growth do vary across different industries. Equity financing seems a last resort for new capital for all the firms in the test; however, consumer manufacturing industries and retail/wholesale industries tend to go to debt financing when they are seeking new capital for asset expansion while high tech industries and high tech service industries look mainly to internal operating cash flows to support their growth.

Second, our results confirm that the financial choices are affected by firms’ operating characteristics. Firms’ debt ratio is positively affected by their tangible assets, and firms with larger size and asset turnover tend to borrow more. Firms’ financial leverage tends to be negatively related to the holding of intangible assets and non-debt tax shield, reflecting that liquidity and trade-off assumptions influence firms’ financial decision. The statistically significant negative relation between profitability and financial leverage revealed in our test supports the Pecking Order Theory that the larger the operating earnings, the less the need for external debt financing. It is clear that firms prefer internal financing to external financing, and debt to equity financing.

Overall, our result indicates while the Pecking Order Theory shows consensus in practice, there are different patterns across different industries. A firm’s financial choice is driven by its operating characteristics. Asset tangibility, operating profitability, firm size and tax structure greatly affect a firm’s financial policy.
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CLOSING THE LOOP: ASSURANCE OF LEARNING AND ORGANIZATIONAL LEARNING IN BUSINESS EDUCATION
David H. Hartley, Clarion University

Abstract

Institutions of higher education have been accused of not engaging in organizational learning (Brown, 1997). One way schools have to learn about themselves is through assessing student outcomes. The Association to Advance Collegiate Schools of Business International (AACSB International) recently implemented assurance of learning standards across all accredited business programs. The AACSB International standards on assurance of learning and the assurance of learning plans from two business schools were evaluated for their emphasis on organizational learning. Interviews were conducted with two business school deans and the key leaders of three school’s assurance of learning efforts. A content analysis of this data revealed the standards, the assurance of learning plans and the implementation of the plans contributed to organizational learning.

Introduction

Hill (1999) proposed that institutions of higher education find organizational learning difficult yet, to maintain long term success, they must engage in organizational learning. Lopez, Peon and Ordas (2006) define organizational learning as a dynamic process of creation, acquisition and integration of knowledge aimed at developing the resources and capabilities that allow the organization to achieve better performance. Organizational performance in institutions of higher education may be measured by addressing input vs. output from a quantitative, resource focused, model (Fernando and Cabanda, 2007). Another performance measure may be assessed from the educational outcomes of the students (Hill, 1999). It is the organizational learning centered around the institutional assurance of learning plans that is the focus of this article.

Planning for, developing and implementing assurance of learning plans is a fairly recent initiative in business programs accredited by the Association to Advance Collegiate Schools of Business, International (AACSB International). In 2003, the AACSB International adopted assurance of learning standards requiring their accredited institutions to establish curriculum assessment plans that included learning goals, expected student outcomes, assessment and evaluation of those outcomes and a system to “close the loop” by applying what was learned by the outcomes assessment to the curriculum (White, 2007). The cycle of establishing learning goals, collecting data on student outcomes related to these learning goals, assessing the outcomes data and developing and implementing change initiatives to improve student outcomes would seem to follow the organizational learning loops described by Agyris and Schoen (1978).

The purpose of this initial study is to understand how a group of similar business schools have addressed assurance of learning through their assessment plans and determine the extent to which the implementation of these plans has facilitated organizational learning. From understanding how these schools implement their assessment plans and how they use the data gathered in the assessment process, methods may then be developed to provide a more comprehensive look at how closing the loop with assurance of learning plans may provide a catalyst for organizational learning within a business education setting. This study may be of value to those seeking to understand and enhance organizational learning in higher education settings.

Organizational Learning

Organizations as a collective of individual learners learn when they have in place systems that enable
them to process information similar to individual learning (Lipschitz, Proper, and Oz, 1996). Barlett & Ghoshal (1998) maintain that only when an organization has developed the capacity to transfer, share, and develop the dispersed individual-level knowledge will the organization benefit from organizational learning. This process implies that there is some level of interaction between the individuals in the organization as part of the learning process stepping away from individual silos of information and sharing knowledge across organizational domains.

“It is a paradox not lost on many in higher education that while the corporate world has embraced organizational learning, higher education lags significantly behind.” (Brown, 1997, p. 5). Freed (2001) contends that many institutions of higher education, while organizations filled with learners, are not engaged in organizational learning. Roadblocks to organizational learning may come in the faculty perception of organizational learning as a fad (Kezar, 2005), the reluctance of tenured faculty to change, the entrenched nature of institutional traditions (Freed, 2001), the loosely coupled nature of the university as an organization (Clark, 1983), and dysfunctional processes where one fails to take scientific inquiry from the classroom and apply it to the organization to which they belong (Brown, 1997). Dill (1999) indicates the public and the federal government are putting pressure on higher education institutions for academic accountability and it is this pressure that is encouraging these institutions to engage in organizational learning in an effort to improve their core processes of teaching and learning.

In response to public pressure for educational accountability, the AACSB International increased the emphasis on assurance of learning by reforming its standards on program assessment from less than 10% to fully one-third of its accreditation standards in 2003 (Michel, 2007). Business schools are required to establish curriculum assessment plans based on their stated mission and vision (AACSB Intl., 2008). These curriculum assessment plans are to include overarching learning goals that support the mission and vision of the school, learning objectives that support the learning goals, indicate where and how to measure these goals, include the assessment of these outcomes and use the results as a component in the school’s continuous improvement efforts (Martell and Calderon, 2005) (see figure 1, Program Assessment in the Appendix). The AACSB International espouses faculty participation in this process as critically important to the success of the program (AACSB International, 2008). In addition to faculty participation, assessment planning, implementation, and success depend on supportive leadership and dedicated budget allocations (AACSB International, 2008).

As of 2007, business schools were expected to have a mature assurance of learning plan in place where outcome assessment data was being used to “close the loop” and feed back into informing the school’s continuous improvement efforts (Hollister and Koppel, 2008). This model of assessing organizational outcomes and using the information derived from these assessments for organizational improvement seems to indicate organizational learning should be taking place within these AACSB International accredited institutions.

In evaluating organizational learning in higher education, Schechter (2008) addressed elements of organizational learning as mechanisms. Schechter further asserted that these mechanisms may be employed to advance organizational learning in the educational setting. Schechter’s (2008) organizational learning mechanisms are: 1) Analyzing information; 2) storing-retrieving- putting to use information; 3) receiving-disseminating information; 4) seeking information. Schechter (2008) proposed through building these mechanisms into the educational institution, the organization takes a strong step toward becoming a learning organization.

### The Learning Organization

The construct of organizational learning has received the attention of many researchers (Cangelosi and Dill, 1965; Argyris and Schoen, 1978, 1996; Fiol and Lyles, 1985; Huber, 1991; and Garvin, 1993). Common to all of these treatments is information
received and its influence on change within the organization (Prange, 1999). When information is received and it is processed through a narrowly focused paradigm resulting in incremental change it is described as single loop learning (Argyris and Schoen, 1978). When information is received and it is evaluated in a much broader organizational/programmatic sense where basic organizational assumptions and paradigms are challenged it is considered to be indicative of double loop learning (Argyris and Schoen, 1978).

Argyris and Schoen (1978) looked at the differences in organizational learning when compared to the organization’s official stance on learning within the organization. Organizations with an emphasis on organizational learning described in official publications yet most frequently engaged in incremental change are termed Model 1 theories in use organizations. Organizations with an emphasis on organizational learning as described in official publications and frequently engaged in deeper, more fundamental change as a result of knowledge development are considered to be Model 2 theories in use organizations. Argyris and Schoen (1978) evaluated these differences as the difference between theories espoused and theories in use. For Argyris and Schoen (1978) the connection between the organization’s position on learning and its practices was the tipping point between organizational learning and the learning organization.

In combining the Model 1 and Model 2 organizations (Argyris and Schoen, 1978) with the presence of organizational learning mechanisms (Schechter, 2008) educational institutions may be evaluated for their capacity as a learning organization. Organizations that demonstrate a commitment of leadership and fiscal support to program assessment, displayed organizational learning mechanisms and weighed the assessment results as part of a holistic organizational review would be seen as Model 2 organizations or organizations that demonstrate double loop learning. It is the tie in with how the results of outcomes assessment have been used to implement change within the organization where the differentiation between the different models may be exposed.

**The Research Questions**

With the difficulties of implementing organizational learning in higher education settings, and in light of Argyris and Schoen’s (1978) presentation of Model 1 and Model 2 theories in use organizations the following research questions (RQ) are proposed:

**RQ1a:** Do the AACSB International standards for assurance of learning as amplified through the assurance of learning seminar support the use of seeking, receiving, analyzing, disseminating, using, storing and retrieving data as part of assurance of learning planning and implementation by business schools?

**RQ1b:** Do the assurance of learning plans as implemented by business schools describe the mechanisms of seeking, receiving, analyzing, disseminating, using, storing and retrieving data?

**RQ2:** Has the outcomes assessment process at these institutions resulted in single or double loop learning?

**Method**

Within the context of the higher education setting, an understanding of organizational learning may occur through the analysis of documentation and through interviews with the people involved. Lopez, Peron, and Ordas (2006) indicate that training is a fundamental element in learning organizations. Hill (1999) cites a case study at Ball State University where the involvement of faculty is a critical element in higher education learning organizations. Dever (1997) asserts the critical role of the educational institutions leadership as fostering an environment for the transformation to a learning organization.
AACSB International standards, AACSB International assurance of learning training materials, and individual assurance of learning plans are official documents where this emphasis on organizational learning may be identified. Interviews with key leaders of the business program and the assurance of learning program may also provide the insights into the involvement and commitment of the schools to advance organizational learning and adopt processes leading to becoming learning organizations.

The schools used for this research were selected for their structural and functional similarities. These schools are similar in program size, faculty complement, institutional structures, mission, student complement, and budgets. The three schools selected were a convenience sample of small rural state supported institutions of higher education, accredited by the AACSB International, with similar student populations (1000-1500 under graduates), faculty complement (FTE 30-40), and institutional structures (Universities, with union faculty and non-union administrators). Each school addressed the implementation of assurance of learning in slightly different ways with a faculty assurance of learning committee, a curriculum committee taking charge of the effort or an associate dean leading an assessment or curriculum committee. Each institution recognized individual faculty leaders in the assurance of learning efforts and accredited them with much of the efforts success.

AACSB International standards were retrieved from the organization’s website. The researcher attended an official AACSB International assurance of learning seminar where lecture notes and official assurance of learning training materials were collected. Assurance of learning plans were obtained from two of the three participating schools. Interviews with the individual deans and with one to two of those involved with the implementation of the assurance of learning plans were recorded and transcribed. The interviews lasted between 35-55 min and were conducted during the summer of 2008. Due to the timing, an opportunity to interview a larger collection of participants in the assurance of learning effort or faculty members at large was not feasible.

**Interview Protocol**

The interview questions were developed using elements from the organizational learning scales by Lopez, Peron, and Ordas (2006), the Dimensions of the Learning Organization Questionnaire (DLOQ) by Watkins and Marsick, 1993) and the organizational learning mechanisms proposed by Schechter (2008). In addition, questions were developed to assess the level of impact the implementation of the assurance of learning process and the assurance of learning outcomes.

2) Demographic Data
   a. Position.
   b. How long in this position.
   c. Size of college or university
   d. Size of business unit within the college or university
      i) Size of faculty complement full time/part time
      ii) Size of student body, grad/undergraduate.
   e. Semester, trimester or quarter system?

3) The AACSB International standards for assurance of learning were established in 2003, would you please describe for me the impact these new standards had in the early stages of implementation at your institution?

4) What were the significant tasks that needed to be addressed in order to respond to the assurance of learning standards?

5) Is there an individual or a group that has primary responsibility for outcomes assessment?

6) Once the process was designed, when did you begin to implement outcomes assessments into the program at your school?

7) What is the process for collecting and analyzing the outcomes assessment data?

8) Who is involved in the analysis of the outcomes assessment data?

9) How are the results of the outcomes assessment analysis distributed?

10) What types of efforts have been made to address the results of the outcomes assessment analysis?
11) Has there been any organizational training associated with the results of the outcomes assessment results?

12) What type of interest have the faculty shown toward the information derived from outcomes assessment analysis?

13) Have there been any budgetary, facility, or other investments as a result of the data derived from the outcomes assessment analysis?

14) When you look back at the process so far, what is your favorite story about how outcomes assessment has impacted your school?

14) Is there anyone else in your school that is available over the summer who was involved in this process that may prove helpful with this study?

Results

RQ1a: Do the standards for assurance of learning as amplified through the assurance of learning seminar support the use of seeking, receiving, analyzing, disseminating, using, storing and retrieving data as part of assurance of learning planning and implementation?

In reviewing the assurance of learning standards and the assurance of learning seminar materials, the content of these materials clearly address all of the learning mechanisms indicative of organizational learning.

Seeking. The standards require business programs to operationalize their learning goals and determine where and how they will find the data that pertains to each learning objective.

―After setting the learning goals, the faculty must decide where the goals will be addressed within the degree curricula.” (AACSB International Standards, p. 63). In addition to seeking information on the operationalization of the learning goals, business programs are also encouraged to seek “external guidance from the business community, the university and from recent graduates and current students for input on the learning goals and objectives.” This process helps provide information to the organization about its key processes and how the stakeholders view the program.

Receiving and analyzing. While the standards do not dictate the methods used to collect assessment data, they clearly imply this data is collected and analyzed. Schools must demonstrate that learning occurs for each of its learning goals.

Disseminating. Disseminating information about the results of the assurance of learning outcomes is highly encouraged. This dissemination should not only come in formal annual reports required by the accrediting body, but also through reviews of the results with key stakeholders, department chairs, and the faculty at large. “Make sure outcomes assessment results are available to everyone involved in the educative process of the students.” (Seminar notes).

Using. “Schools should describe the processes they use to see that the information from the course-embedded measurements inform the school’s management processes and lead to improvement efforts. (AACSB International Standards, p. 66). “...and demonstrated use of assessment information to improve curricula.” (AACSB International Standards, p. 69).

Storing and Retrieving. Several slides during the assurance of learning seminar addressed multiple methods for storing and retrieving outcomes assessment information. Faculty are encouraged to use this data in the process of conducting pedagogical and discipline based research.

While there is no clear indicators of creating more than single loop learning, learning that is focused on assessing and improving student learning, there is information from the conference slides that addresses changing the organization’s culture to embrace assessment. Other improvement recommendations from the seminar materials included altering the course structure, hiring new faculty, modernizing technology, or conducting seminars to address weaker areas.

RQ1b: Do the assurance of learning plans as implemented by these schools describe the organizational learning mechanisms of seeking, receiving, analyzing, disseminating, using, storing and retrieving data?
The two plans reviewed addressed the organizational learning mechanisms in similar ways to those of the accrediting body. These plans addressed specific learning objectives, expected learning outcomes and the specifics of where in the curriculum these outcomes would be measured. The schools addressed the analysis portion from different directions based on their own unique approach. Three of the four purpose statements for assurance of learning from one school addressed dissemination of the information and “creating an ongoing school-wide dialog on effective practices” Both schools address improvement loops based on assessment outcomes, analysis, feedback on possible improvement efforts and implementation of improvements.

When addressing storing and retrieving data, one program specifically limited access to the raw data to only the under graduate curriculum committee; the committee charged with the responsibility of conducting the analysis of the collected data. This school addressed the disseminating of the results through the annual report via the department chairs and in general faculty meetings. For both programs, the storage of the data was the responsibility of the committee conducting the analysis.

One program presented a diagram in their assurance of learning plan that appeared to present double loop learning as an outcome of this process. There was a loop showing the outcomes assessment process as improving student learning and a second loop off of the first that demonstrated how the school was also engaged in improving their assurance of learning processes. The other school presented an outcomes chart that graphically showed how the outcomes were used to feed back into the learning objectives citing specific outcomes results and implemented improvement efforts.

**RQ2:** Has the outcomes assessment process at these institutions resulted in single or double loop learning?

**Single loop learning.** In the review of single loop learning the organizational learning mechanisms were used to evaluate the information from the interviews.

**Seeking.** During the interviews, representatives from each school addressed the major tasks necessary to develop and implement their assessment plans. A variety of methods are currently employed to assess learning from national standardized testing to a faculty developed comprehensive examination, simulations and imbedded measurements within specific courses. In addition to seeking information about their students, this process also brought about discussions with the other non-business programs across the campuses. One program seized the opportunity presented by the faculty in the English department to replace the second semester English composition course with a specific business writing course that serves as the second semester English composition requirement for all business majors.

**Receiving and analyzing.** The receiving and analysis process addressed during the interviews indicated a close adherence to the process as outlined in the school’s plan. One school indicated that the department representatives on the curriculum committee were responsible for collecting and providing initial analysis of the assessment data gathered from any measures imbedded within their department’s courses. The analysis of the data for one program is presented to the department chairs first and only after the chair’s recommendations are addressed is the formal analysis process completed. Another program provides the completed report to the dean of the business school after the committee’s analysis is completed.

**Disseminating.** Lunch appears to be a common thread in the dissemination of the outcomes assessment reports or in engaging faculty members on assurance of learning topics and gaining feedback on possible assessment measures. Once approved, either a copy of the report is provided to the faculty at large, or the report is briefed by the assessment committee to a general faculty meeting. In all cases, attempts were made to engage the faculty in both the process and in providing feedback on the analysis of that time period’s outcomes assessment report.

**Using.** As each program is slightly different, with slightly different learning objectives, the
implementation of the assessment results also took on a unique program-specific response. One program, after recognizing there was an undesirable gap between their goal for quantitative and accounting skills and the outcomes, implemented a series of faculty workshops on integrating more quantitative and accounting work throughout the course. Another school, facing a similar dilemma, with the collaboration from the mathematics department, altered the curriculum to require all graduates to complete three quantitative courses during their program. As mentioned earlier, one school responded to the assessment results by exchanging the second semester English composition course for a focused business writing course for all business majors.

Storing and retrieving. The interviews revealed that each school followed their protocols for storage of the assessment information as outlined in their assessment plan documents. The schools took different approaches to providing access to the data. One school held the assessment data in the confidence of the assessment committee; only providing copies of the assessment reports.

Double loop learning. One of the markers identified during the assurance of learning seminar that served as an indicator of a cultural attitude change toward assessment was when faculty members, not directly associated with the assessment process initiate their own inquiry into the assurance of learning data. Currently, in all three schools, there appears to be little voluntary interest among the faculty in evaluating the assessment data for either self improvement or for possible pedagogical research. Information from the outcomes assessment process has been used to remodel course curricula, shore up weak areas in the curriculum, pick up new faculty lines, and foster cross campus collaboration. This reluctance may stem from those attributes identified by Kezar (2005) and Freed (2001) of the perception that assurance of learning is a fad or the entrenched nature of faculty toward change.

There have been efforts to involve the faculty as a whole. One program, in developing their writing rubric, broke the student writing samples up into 5 packets of 10, then had all the faculty grade a packet. This is attributed as a significant event that established the importance of the process and its requirement for full participation.

Implementing the assurance of learning process did provide opportunities for organizational learning above the analysis and feedback loop associated with the learning outcomes. Faculty members were involved in seminars, briefings, and in the assessment planning process. Members were involved in developing learning goals and objectives.

Conclusion

It appears that the implementation of the AACSBI International assurance of learning standards has improved organizational learning at member institutions. Schools now have in place a program that provides feedback on the school’s performance on key student learning outcomes. These intuitions are actively implementing curricular changes based on the outcomes assessment data. The results of the analysis of the outcomes assessment are being disseminated throughout the faculty and opportunities for faculty education to address outcomes shortfalls have been developed. In some cases, the results of the outcomes assessment have contributed to collaborative efforts with other programs on campus. The mechanisms of seeking, receiving, analyzing, disseminating, using, storing and retrieving data are well represented in the official documentation from the accrediting body, the school’s assurance of learning plans, and in the assurance of learning practices in which the schools engage.

The organizations studied do not indicate in their assessment plans a position on becoming a learning organization. The assessment plans are structured in a single-loop learning form where the assessment outcomes inform curricular changes, but do not reach much further than that. These plans identify the four areas of Schechter’s (2008) organizational learning mechanisms in one way or another but do not address double loop learning. The AACSBI-International assessment standards, viewed as a whole, require business schools to engage in strategic planning and self-assessment. In this process, outcomes from the
assurance of learning efforts may play a role in this self-assessment process. Whether this self-assessment process leads to developing business schools into learning organizations remains to be seen.

Limitations. Confining the study to assurance of learning plans and the relative newness of the implementation of these plans may have impacted the depth of understanding from this study. Assurance of learning is only one quality initiative contained in the AACSB International standards. Continuous improvement and closing the loop are integral parts of the current AACSB International lexicon. The standards address continuous improvement throughout the program and thus, by addressing only assurance of learning, areas where the organizations are engaged in double loop learning may be missed. The relative youth of the assurance of learning plans also impacts the reliability of the data and thus the utility of the analysis in making wholesale curricular changes.

Another limitation to this study was the time-frame for data collection. The summer presents difficulties with accessing the faculty at large. Their assessment of the assurance of learning process and what the have learned would provide much greater understanding to this study.

The implementation of assurance of learning programs appears to have resulted in improving organizational learning, not only from the outcomes, but also as a by product of developing the assurance of learning plans themselves. There is still room for growth in building an assessment culture within the organization. Should this assessment culture become a reality, these schools may be on their way to becoming learning organizations.
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Abstract

Eradicating world poverty is within the reach of each one of us. Microfinance has started a global movement. Almost fifty million of the world’s poorest families now put microloans to work. There are more than a hundred programs that use the Grameen model to break through poverty. However, with three billion people living on less than two dollars a day, the untapped market for microfinance remains vast. Microfinance is an effective anti-poverty strategy that can create an impact that lasts well beyond the original investment.

1. Poverty: A Global Epidemic

As the divide between the wealthy and poor nations becomes increasingly wider, an ever-increasing number of people feel the effects of poverty. Many agencies attempt to quantify poverty as a measure of income, typically as one to two dollars a day. The Office of the United Nations High Commissioner for Human Rights (2002) expresses poverty in a more tangible fashion as “a human condition characterized by the sustained or chronic deprivation of the resources, capabilities, choices, security and power necessary for the enjoyment of an adequate standard of living and other civil, cultural, economic, political and social rights.”

The global statistics for poverty are staggering. In their quantification of poverty, Eichfeld and Wendt (2006) stated that in 2001, 2.7 billion people were attempting to survive on less than $2.15 per day and one billion of those people were actually making less than $1.08 per day. While we live in relative comfort here in the United States and the Western world, over 47% of the population of the world struggles to survive. The problem of poverty affects basic human conditions. Since the 1980’s, the increasing void between rich and poor has also been contributing to this problem.

Causes of Poverty

Direct causes of poverty vary by region in specificity but on a general level, there are common causes. The geography can determine the wealth of a people by determining their accessibility to natural resources for food or economic output in the form of mineral wealth or oil. Political situations can cause unequal distribution of wealth where a disproportionate minority controls a great majority of the economic wealth of a region (Lokollo, 2006).

Globalization is an additional contributing factor to the increasing number of rural poor in the world. Industrialized nations are getting wealthier and poorer nations are marginally improving.

A common misconception of poor people is that they lack a desire to save money and want to spend all that they earn. Research shows that this is not true. The poor do show a strong desire to save for the same things that others save for, such as, emergencies, investment, sickness, disability, education, future consumption, and retirement. Typically, when there is a lack of safe investment in areas with high levels of poverty, jeweler and livestock become typical forms of savings. In addition to the lack of quality savings, the rural poor do in fact have a high demand for credit. Common sources of credit for the poor are larger financial institutions that typically deal in large loan amounts which are out of reach to people with poor collateral and therefore high credit risks, and smaller lenders that charge exorbitant interests rates. These factors make obtaining credit very difficult to people in overwhelmingly poor areas. The cycle of poverty becomes self-perpetuating (Lokollo, 2006).

Failures of common remedies

Through the mid to late twentieth century, the favored approach to alleviating the situation of
poverty in the world was a top-down approach. Governments and charity organizations would invest large sums of money and resources in large-scale projects meant to give employment and provide a benefit to the poor but more typically, wind up benefiting the corrupt governments run by the elite minorities (Eichfeld & Wendt, 2006).

Microfinancing

A young economist from Bangladesh while leading his students on a field trip in 1976 observed a typical example of the cycle of poverty. A woman making bamboo stools had been utilizing a typical means of financing her business endeavor. She had been making mere pennies per stool due to the terms of her loans of raw materials from a trader. The trader would dictate a purchase price for the final product. Again, this was placing Sufiya Begum, the stool maker, in a cycle of perpetual poverty. She could not be in business without the support of the trader but because of the terms of her loan, she would never make enough profit to be able to expand her business and have a more comfortable lifestyle. The analysis of this situation by Dr. Yunus led him to develop and experiment with a new concept called Microfinancing. With just $27 from his own pocket, Dr. Yunus had made loans to forty-two basket weavers in Bangladesh. This very small infusion of capital allowed these basket weavers to prosper, become more self-sufficient, and eventually brings them out of extreme poverty (Eichfeld & Wendt, 2006).

This experiment and other research led Dr. Yunus to theorize that the primary target for these micro-loans should be women. The systems that he developed to ensure a higher rate of return are to loan money based on social networks of support. These networks are more effective when they comprise mostly of women. The poverty rate among women is typically higher than that of men due to social discriminations. Women are also more likely to repay the loans and invest their profits towards the benefit of their families and businesses (Eichfeld & Wendt, 2006).

Over the next several years, Dr. Yunus expanded his successful experiment in to the creation of Grameen Bank in 1983, which has become enormously successful in its mission of helping overcome extreme poverty. The successes of Grameen Bank and other organizations that have used this formula have earned Dr. Yunus numerous awards, including the Nobel Peace Prize, which was shared by Grameen Bank.

2. Microfinance Institutions (MFIs)

A microfinance institution is the lender that directly supplies a loan, credit, or other financial service to a borrower. In most cases, the lender tends to be a bank, credit union or other financial organization. Borrowers work with the microfinancing institutions (MFIs) directly, but there may also be another organization that also interacts with the MFI. These intermediaries can be private donors or government, non-government (NGO), and global organizations that assist with funding, setting up and overseeing programs, or offering advice.

According to World Bank Statistics, there are approximately 7,000 microfinance institutions worldwide and they only reach 4 percent of the people in need of assistance. Most microfinance institutions will lend out funds to borrowers with at certain interest rate. Some institutions have interest rates that vary according to what the funds are going towards. For example, Grameen Bank charges 20% interest on any funds that generate income for the borrower. For student loans, Grameen Bank only charges 5% interest and 8% interest for housing loans (Grameen, 2007).

Lending out finances to individuals without any collateral is high risk and commercial banks tend to stay away from this type of practice. Data from the Micro Banking Bulletin reported that 63 of the world’s top microfinancing institution had an average rate of return of 2.5% of its total asset. This does compare favorably to that of commercial banks and will hopefully entice them to create microfinancing projects (UNCDF, 2007).

United Nations
The United Nations has a branch called the United Nations Development Program (UNDP), which is their global development network. This is the world’s largest multilateral source of development (Wikipedia, 2007). The UNDP is set-up to connect least developed countries (LDCs) to knowledge, resources, and experience to assist them in living a better lifestyle. By providing microfinance assistance to people (mostly women) in developing countries, the UNDP is helping them attain two of the Millennium Development Goals, eradicating poverty, and promoting gender equality.

The United Nations also developed a fund, which offers a unique combination of investment capital, capacity building, and technical advisory services to promote microfinance in the LDCs called the United Nations Capital Development Fund (UNCDF, 2007). Prior to microfinancing, there was no means of acquiring any sort of financing from commercial banks. As stated earlier, the borrower having no collateral and the risk of non-payment was too risky for a commercial lender. The UNCDF focuses its microfinance development on the development of an inclusive financial sector that will have financial institutions competing for business by offering a variety of financial services to borrowers (UNCDF, 2007). The goal is for people in rural areas, women, individual entrepreneurs, and small businesses that are already established to have access to microfinancing institutions and the services they provide. These MFIs will be local and include all types of services, so traveling to different cities or villages for different needs will not be necessary.

An Investment Committee decides where to disperse grants and credits, gained from donations, based on proposals by microfinancing institutions. In this type of scenario, the United Nations strategy is to create an environment in which individuals and businesses can utilize the services financial institutions offer to customers in more developed countries (UNCDF, 2007).

**Grameen Bank**

The Grameen Bank was inspired by the Bangladesh Famine of 1974. The founder, Muhammad Yunus thought that by issuing small loans under $30 to a number of families that they could manufacture and sell products in order to get themselves out of poverty. With the success of these first few loans, distributed to people in the village of Jobra, he broadened the scope to the entire country of Bangladesh. In 1983, the project became a formal bank under special law and the Grameen Bank was born.

The Grameen Bank is an actual microfinancing institution where as the United Nations was the driver that enabled MFIs to be accessible to borrowers in LDCs. The United Nations did not actually distribute any loans or other financial services directly to individuals or businesses. The Grameen Bank offers loans to people without any collateral but there are a few stipulations. First, borrowers must be in a group of five. The first two individuals are offered loans and if they make their payments on time, the other two receive their loans, and if all four are compliant, then the fifth person receives their loan (Grameen, 2007). The Grameen Bank is successful for a number of reasons. First, they are selective with which individuals and projects they choose to loan funds to. Second, each individual in the group of five is confronted with peer pressure to make sure they make their payments and don’t default. If someone defaults, the group doesn’t have to make the payment, but it looks bad for the other four. In the beginning of the process, if either of the first two borrowers defaults, the others are denied their loans. Women have especially been successful in this program, not only for repayments, but also for the ability to identify potential entrepreneurial opportunities and take advantage of them. Women have become less dependent on their husbands and incredibly account for 97 percent of all borrowers (Grameen, 2007). The success follows the philosophy that by injecting credit into the economy, “there will be investment, more income, more savings, more investment, and more income”. They also incorporate a set of values in their banking system called the 16 Decisions. These decisions are all self-help values that are to be used to improve one’s standard of living. They include ideas such as
prosperity, strong work ethic, efficient and effective farming, and living in sanitary conditions.

Since the conception of the project back in 1976, The Grameen Bank has become the model of a successful microfinance institution. The total number of borrowers is now over 7 million and it has disbursed over $6 billion, $5.4 billion of which has been repaid. In the past year, Grameen Bank has disbursed over $730 million, which equates to $61 million per month. The Grameen Bank is entirely self-sustained and in 1995, it decided it didn’t need anymore external donations or funding. In 2005, Grameen Bank made a profit of $15 million and transferred it all to a Rehabilitation Fund to cope with disaster situations. In return, the company is exempt from paying corporate income tax. The borrowers own 94 percent of the bank and the government of Bangladesh owns the remaining 6 percent (Grameen, 2007).

The Grameen Bank continues to grow, as there are now over 2,300 branches and 21,000 employees worldwide. It has also expanded into over two dozen enterprises represented by the Grameen Family of Enterprises (Grameen, 2007). The Grameen Bank system is copied by other institutions worldwide because of their success and is called the Grameen Foundation (Grameen, 2007). In 2006, the Grameen Bank and its founder Muhammad Yunus were jointly awarded the Nobel Peace prize for their microfinancing concept.

Kiva.org

Kiva is the world’s first person to person microfinance lending marketplace. Through the Kiva.org website, potential lender can sponsor a business of their choosing. Kiva is not a microfinancing institution. It is a non-government organization (NGO) that works with existing MFIs to gain access to entrepreneurs from LDCs.

The concept originated from Matthew and Jessica Flannery in the spring of 2004. They were both working in Africa when they realized the success of hundreds of small business, which were started by the Village Enterprise Fund (VEF), and the impact they had on their communities (Kiva, 2007). They were fascinated by the success stories of these entrepreneurs and impressed with their hard work and entrepreneurial spirit. The couple wanted to find a way in which individuals could directly assist a business or business ideas from people in LDCs. In March 2005, Kiva began to raise loans for seven businesses in Uganda and from there it took off. Kiva now utilizes PayPal for the transfer of funds to and from the actual MFIs.

Kiva relies on their partnership with their 40 MFIs to find entrepreneurs and handle the dispersal of funds and repayment. Kiva doesn’t charge interest on their loan to the borrower, but the MFI does. The borrower repays the MFI in monthly installments and once the total loan amount is repaid, the MFI sends one lump sum back to the lenders account. The lender can then either cash out or lend out the money again.

Currently, Kiva has over 50,000 users that have lent out to almost 8,000 entrepreneurs. On the Kiva website, a user can pick from many different businesses and entrepreneurs. The total loan amount each borrower is requesting along with the amount they’ve currently received is there with the description of each entrepreneur.

Kiva has a repayment rate of 100 percent. They are a non-profit organization, but do receive financial support from investors and corporate sponsors to cover operating costs. In 2007, Kiva will charge the MFIs they work with a 2 percent interest rate to cover these costs.

3. Operational Aspects of Microfinancing

Microfinancing is practical and successful at providing opportunity to poor communities. It is becoming an accepted form of revitalization in countries that suffer from poverty. However, microfinancing is not a one size-fits-all system that is useful in all cases. According to the Consultative Group to Assist the Poor (CGAP), microfinancing is not always the answer, because it is not the best tool for everyone or every situation. People in extreme poverty, with no income or means of repayment, need other types of support before they enter into a
repayment program. In some cases, other alternatives could work better to alleviate poverty. For these reasons, when deciding if microfinancing is the correct procedure, many elements should be considered to assure successful and fruitful results (CGAP.org, 2003).

The MF project should contribute to the long-term development of helping communities. This is not a temporary measure. Certain regions have people that are too poor or they have incomes that are too undependable to enter MF’s. These extremely poor people are living below the poverty line. They require safety-net programs that can help with basic needs. Grants, scholarships, employment-training programs and infrastructure improvements are solutions that can work to accommodate some of these impoverished beneficiaries.

However, once it is established that the community is a candidate for MF, there are other factors to consider. The economic environment itself needs to be receptive to the Microfinancing concept. Barriers to entry, free and fair competition and mechanisms to address market failure, are necessary components to a successful MF plan. Governments that are unstable or regions that will not support the goals of MF cannot be successful, therefore should not be pursued. In addition, populations that are geographically dispersed, have a high incidence of disease, or use a barter system rather than cash payments are not suitable for the Microfinancing project (CGAP.org, 2003).

Subsequently, when the suggested guidelines are met, the effort to move ahead with Microfinancing is encouraged. One of the major components for a successful Microfinancing project is the ongoing commitment that the lender must make to the poor. The financial institution is advised to revisit their MF business plan as it relates to their mission of serving the poor. When the community is offered the MF project, teaching skills to manage money, asset building and community-wide improvements must be followed by extensive training and support. Lenders should monitor both the growth potential of the individual and the quality of their management team. The organization previously mentioned, CGAP.org, is a good reference for lenders to use for the guidelines and key principals of Microfinancing.

The objective of MF is simple and relies on collaboration from both the lender and the client. It is the principal of Microfinancing that access to financial services will open the possibilities to create a better life for the poor. For this reason, the most important principal of Microfinancing is to encourage asset building. It is important to remember that poor people save differently than those with disposable income. Saving techniques must be adapted to meet the poor’s particular cash flow needs (CGAP.org, 2003). Teaching the proper way to save with Microfinancing projects will result in asset creation and the empowerment of the poor, particularly for women. When people are encouraged to save properly, the accumulation of assets will help them in times of strife.

Assets are items and a state of mind that poor people can acquire to improve the quality of their life. The rationale behind the emphasis for acquiring assets is to benefit the family and the community as a whole. Healthy drinking water, sanitary latrines, and adequate clothing are all the things that escape the reach of the poor. Basic necessities that many people take for granted would become easier for the poor to obtain once they rely on the assets that they have built. There are many different types of assets that people can work to obtain. The goal is for the poor people to have something to fall back in times of need. Physical assets are land, housing, supplies and equipment. In addition, animals that can be used as trade for items are also considered physical assets. Financial assets are also important and necessary to grow a business in order to provide a greater chance for success. Financial capital such as a small savings account, teaches responsibility and prepares people to save for the unexpected. On the other hand, human assets help to aid in the improvement of the entire family unit. The human asset will be measured by the ability of the children to receive an education and the ability of all family members to receive quality
healthcare. Finally, there is the social asset component. Each community participating in MF is expected to enrich the community and work hand and hand to build friendships with similar networks to achieve successful results. Global poverty exists because people are deprived of opportunity and the methods of saving. Most people are willing to work hard to obtain the necessary assets to help their families and their community. When poverty-stricken people have the knowledge and the support to acquire assets, their lives can be changed for the better. The asset-building model helps to empower the people. It brings personal freedom in order to make significant changes in their life and consequently the lives of their families.

In the beginning of the project, members are set with goals to help them move toward a positive and successful experience. In order to assure progress with the MF program, lenders must be willing to perform yearly evaluations to judge if the community is truly climbing out of poverty. The members of the MF project are considered to have moved out of poverty if the family fulfills the following criteria (Grameen, 2007):

- Each member of the family is able to sleep off the floor
- Family members drink pure water and uses sanitary latrine
- Children over the age of six years are going to school
- Family members have adequate clothing for every day use
- Families can afford to take all necessary steps to seek adequate healthcare

The Microfinancing goals are ongoing and will take years of follow-up and re-investment in the community. The eradication of poverty will not be achieved overnight by providing the poor with financial opportunities. However, by extending Microfinancing help to those in need, poverty can at least be significantly reduced.

4. Success Stories

The struggle against global poverty can seem daunting and even overwhelming. The many success microfinance stories really prove that Microfinance is an effective anti-poverty strategy. Microfinance helps lift the world’s poorest people out of poverty with dignity. These small loans from the microfinance organizations help the poor start self-sustaining businesses to escape poverty. Microfinance has proven itself as a powerful force in village-based development around the world. It empowers the villagers, especially women, bringing economic success to once impoverished families. Successful microfinance operations in many countries have proved that financial services can be an effective and powerful instrument for poverty reduction by enhancing the ability of poor people to increase incomes, build assets, and reduce their vulnerability in times of economic stress. During our research, we discovered numerous examples of success stories throughout the globe. Microfinance now reaches the world’s poorest people across four continents. Tremendous progress has been made since its creation. Indeed, microfinance has grown into a powerful force for social change. We have highlighted some examples from countries in Latin America, Middle East/North Africa, South Asia, and Sub-Saharan Africa.

**Latin America and the Caribbean**

We looked at Mexico for a success story. The need for microfinance is huge in Mexico. Mexico is Latin America’s second most populous country. This country faces serious poverty and income issues with nearly 10 million people living on less than $1 a day. While Mexico is one of the largest economies in the region, microfinance has only recently begun to make inroads in Mexico and outreach is still limited. The supply of microcredit is estimated to be less than eight percent of demand. Esmerelda Espinoza is one of many microfinance success stories in Mexico.

**Esmerelda Espinoza** is on her first loan of 1,000 pesos ($91) and she hopes to take out a loan of 10,000 pesos ($914) one day as her investment capacity grows. Esmerelda sells small items such as hair accessories and costume jewelry. She also makes
decorative flowers out of soda bottles. Esmerelda sells these goods on foot by going to markets in nearby towns.

Middle East/North Africa

Poverty remains a critical problem in the Middle East and North Africa. It is estimated that 75 million people in the region live on less than $2 a day, of which 10-20 million barely survive on less than $1 per day. In addition, it is also estimated that only 10 percent of the region’s potential microfinance market is currently being served. Egypt is the second most populous country in Africa and the most populous in the Arab World. Egypt has a population of approximately 76 million people. Where microfinance is available in Egypt, there is evidence that women are slowly moving their families out of poverty. The following success story is an example of a grandmother that finds hope after devastation.

Hoda’s story: Hoda, a widow, is raising her grandson whose parents both passed away. At first she could not afford to send him to school because she was dependent on the income he brought in. After taking a microloan from Grameen Foundation partner Al Tadamun, she is now able to send him to school. Hoda is diversifying her products by reselling women’s apparel as well as by selling food she makes in her own home. She is known for her delicious chickpea soup.

South Asia

South Asia consists of Pakistan, India and Bangladesh. In these countries one third of the population, this is approximately 440 million people that live on less than $1 a day. Even though there are many obstacles that exist in reaching such a large number of people who have no access to financial services, microfinance has made an incredible difference. Because of its sheer size of the population living in poverty, India is strategically significant in the global efforts to alleviate poverty. India is said to be the home of one third of the world’s poor. The demand for microcredit has been estimated at up to $30 billion and the supply is less than $2.2 billion combined by all involved in the sector. The story of a woman named Ellevva is truly inspirational. She was a day laborer that turned micro-businesswoman.

Ellevva’s story: Ellevva and her husband live in a small, one room house made of mud and sticks. Before taking a lone from SHARE, both worked as day laborers for meager wages. Usually Ellevva worked for 20rs per day and her husband worked for 40rs per day. They struggled to make ends meet. With her first loan, Ellevva purchased a buffalo that recently gave birth to a calf. It will now produce milk that Ellevva can sell in the market. With a second loan, she purchased tow goats and some vegetables. It has only been eight months since her first loan; Ellevva can see the difference it has made in her life.

Sub-Saharan Africa

It is truly amazing to know that 34 of the world’s 48 poorest countries are in Africa and more than 300 million of the continent’s 725 million people are estimated to live on less than a $1 a day. The percentage of Africans living in poverty is more than 40 percent. We took noticed of the hundreds of MFIs operating as savings and credit cooperatives across the country of Rwanda. Rwanda has a huge need for microfinance with its 52 percent of the population living on less than $1 a day. The life expectancy is only 39 years old and health issues include AIDS and malaria. The microfinance industry in Rwanda contributes significantly to the provision of basic financial services. The remarkable story of Marie-Claire is giving way to Rwanda rising above the odds.

Marie-Claire story Life has not been easy for Marie-Claire. She had a son 17 years ago and then took in her brother’s two children when he was killed in the 1994 genocide. Her husband died in 203 of unknown cause. She remarried and had a daughter. After learning that her new husband drank too much, she left him. She then discovered that she had HIV. Marie-Claire decided to start a business and took a 20,000 franc ($40) loan from Village Phone microfinance to open the Isimb i Restaurant. The profits form the restaurant help support the four children in her household and pay school fees.
Microfinance has changed her life. Marie-Claire is optimistic about her children’s future. Marie-Claire talks about her present and future with a smile on her face. When a customer of her restaurant wants to make a phone call, she proudly takes them to a separate, private room where she has set up her Village Phone. Business turned out to be profitable enough for her to pay her phone loan off in 5 months. In addition to paying school fees for her children, she was able to buy land and the foundation for her new home with the profits from her Village Phone.

5. Successful Global Results

The World Bank commissioned a comprehensive study of microfinance in the early 1990s. They focused on three of the largest programs in Bangladesh: Grameen Bank, BRAC, and RD-12. The results of this study showed that the women who were clients of these three institutions increased their household consumption by 18 percent and that by borrowing and participating in microfinance programs, 5 percent of clients escaped poverty each year. Further research done, showed that clients of the MFI Zambuko Trust in Zimbabwe were found to have higher average monthly household incomes and lower poverty rates than non-clients. The results from Peru were also favorable. The results from Peru showed that clients of MIFI’ earned $266 more per household member per year than non-clients. Furthermore, in the Phillipines, 22 percent of the MFI ASHI’s clients escaped poverty altogether, as opposed to two percent of non-clients. It is important to point out that MFIs have been found to generate another important benefit. Microfinance creates social capital by promoting horizontal and vertical networks of workers within a community. It also establishes new norms of behavior and fosters a new level of social trust.

In conclusion, eradicating world poverty is within the reach of each one of us. Microfinance has started a global movement. Almost fifty million of the world’s poorest families now put microloans to work. There are more than a hundred programs that use the Grameen model to break through poverty. However, with three billion people living on less than two dollars a day, the untapped market for microfinance remains vast. Microfinance is an effective anti-poverty strategy that can create an impact that lasts well beyond the original investment. Do you realize that the change in our pockets is what people will survive on? Each one of us can help eradicate world poverty by being a banker to the poor.
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THREE BIG MISTAKES UNDERGRADUATE BUSINESS PROGRAMS MAKE:
A CURRICULAR DESIGN VIEW
Gabriel Jaskolka, Tiffin University

Abstract

Undergraduate business education has a large effect on its students, given the numbers who study business in the US. In this paper I hope to provoke discussion about three important but unconsidered assumptions about BBA [Bachelor of Business Administration] education. These assumptions are realized in curricular practices that have large consequences for business students. These three assumptions and their attendant practices are well-intentioned and appear to be reasonable. However, upon closer view each has undesired and unintended consequences.

The first “mistake,” or assumption, is that the BBA program should give students all the business knowledge and skills they may need for their entire career, The Fill ‘em Up Approach.

The next mistake, The One Size Fits All Approach, related to the previous point, is to strive to achieve uniformity in BBA programs, represented by a concern for the progress of groups of students rather than individuals.

The last mistake is to leave students without a sense of what the large purposes of their jobs and of their organizations should be, the Just the Facts Approach.

Although I discuss the three points separately, they are interrelated and stand together as a “package” which undergraduate business education has developed over the last fifty years to “deliver” to students. At the end of the paper I offer some alternatives to our current BBA “packages.”

Introduction

MBA programs have received some attention over the last several years, some of it critical, while undergraduate business programs less so. This may be because MBA programs are seen as producing some influential top managers, including managers of large corporations, while BBA programs are seen as graduating future managers of small and medium size organizations, seemingly a relatively less important task.

Although MBA programs can be very influential in developing or boosting careers, BBA programs graduate many more students, provide a career initiation or promotion for many more people, and give many students orienting views about organizations and managers, that is, tell students what the essential purpose of organizations is and what the job of a manager essentially is, among other perspectives. So in view of this, I believe BBA programs are as consequential as MBA programs, perhaps more so.

So in this paper I take a curricular design view of undergraduate business programs, or BBA programs.

I believe that our efforts in training BBAs could be much more effective than what we now obtain. In some cases we may be failing our BBAs. In any case I hope to engender some discussion about these curricular questions.

Mistake 1: Fill ‘em up

Despite well-intentioned efforts, we have come to see students as cars with gas tanks or bank customers with accounts to be filled, or we see them as journeymen with tool boxes to be outfitted with handy, new tools. This is sometimes called giving BBA students a “rounded” or “complete” business education. In other words, we see BBAs as persons who need to be filled with business knowledge and skills.

And business schools do have a convincing and appealing package to give to students. Furthermore, this package is supported by considerable agreement which exists in the US as to the general content of a BBA - that is, its curriculum, along with the intent of “filling ’em up” - produce a very convincing and compelling package which college staff, faculty, and administrators sell to prospective students. The fill
The fill ‘em up approach, in other words, is an easy sell given these two conditions.

The fill ‘em assumption appears to be based in the belief that most people will get no more education and training than what they will obtain in their BBA. So, colleges should strive to give students all the business knowledge and skills in their BBA that they will need for the remainder of their business career – that is, they strive to give each business student the education of a lifetime.

However, an unfortunate result of the “fill ‘em up” practice is that most of our business students in their day-to-day study deal with ideas and skills that to them are distant, unfamiliar, and appear sometimes strange to them. Furthermore, and most importantly, many BBAs don’t see the relevance, importance, or need for some, perhaps much, of their business education. They come to realize that roughly the same courses are required by other business colleges so they feel they have little choice.

Ad faculty, what we see in our classes is students who appear apathetic, bored and disinterested. “It’s too much, too fast,” we can imagine them thinking and feeling. One colleague says that BBAs engage in “bulimic learning”; another has said that students do a “memory dump” at semester end, that is promptly forgetting what they’ve done and worked with in their business courses, so there appears to be little long-term learning.

Since much of this paper comes from my teaching experience, let me add a personal note: In teaching organizational strategy, organization theory, and a few other business courses, I’ve sometimes wondered what benefit students get from the courses, aside from having to work hard at the tasks I assign them in the course. Although these courses and others can be easily justified as knowledge a well-rounded manager must possess, many students are bored and fail to see to relevance much less the importance of these courses, and I’m sure others, to their careers and lives.

Since the goal here is to fill ‘em up, what do we fill ‘em up with? The content of the BBA curriculum is the next topic.

Mistake 2: One size fits all

Most of us who teach in a BBA program believe that all BBAs should have roughly the same foundational knowledge and skills related to business. We believe that there is body of knowledge in business -- as well as in its sub-disciplines -- that is generally accepted and that our BBAs should master. So what’s wrong with that?

Let me offer a small story: As another faculty member and I left a Business School faculty meeting, we discussed the vote we just took to require our BBA students to study elementary statistics. In our brief conversation I expressed my unease and reluctance about requiring all our BBAs to take “stats.”

Your immediate thought might be, “Of course each manager should understand simple statistics. Isn’t statistics commonly used in business to do simple quantitative analysis? Furthermore, it would be embarrassing if one of our BBAs couldn’t understand or use a little ‘stats’ on the job.” My colleague’s response followed this common support for, and defense of, a place for a statistics course in the BBA curriculum. By the way, his argument is also used to support the inclusion of many other courses in the business curriculum.

I briefly explained my unease to my colleague: Many of our students deeply dislike and very likely fear doing quantitative analysis. Even doing simple quantitative analysis like computing and interpreting financial ratios, for example, evokes deep distaste among many of my students. Furthermore, I said, those who dislike “numbers” will most likely throughout their career avoid a job that requires doing such work.

The unfortunate result of requiring that each BBA take a “package” of courses with little choice or discretion on his/her part is that they feel like they are offered a boiler plate curriculum, only parts of which are relevant to them or interest them. The student’s reaction is likely one of bewilderment at the wide range, abstruseness, and remoteness of the courses s/he is required to study. It is no wonder, then, that the end result of this requirement is a response of
reluctance and resistance, along with boredom, to their business course work. Among ourselves we term this a “loss of student engagement” which we deeply bemoan. Our response is to experiment with classroom methods to counteract this disengagement and to overlook the broader curricular design issues involved.

Won’t my proposal dumb down and water down the BBA curriculum? Let me say that the latter are goals I strenuously want to avoid. Rather, I am concerned about the broad pedagogic goals of business education: Is it to build the student’s strengths or is it to insure uniformity of “product”? Is the goal of a business education to graduate students whose particular and unique strengths have been developed? Or is it to assure that all leave with their BBA having mastery of roughly similar knowledge and skills?

Said differently with a sports metaphor, is the goal of BBA education a group workout – or should it be a matter of one-on-one training? In other words, is it a matter of uniformity or of individual differences? Clearly this choice between broad educational objectives is consequential since the former choice will push our efforts toward developing an appropriate and acceptable curricular “package” to be offered to all. The choices and preferences of the individual will be marginal. [Incidentally, the latter view – give ‘em all the same package – nicely supports our current outcomes assessment philosophy.]

If by contrast our concern is to presume and value individual differences, our curricular efforts will go to developing individual strengths whether they are quantitative, social, leadership, verbal, or some combination of these. The student’s strengths and interests will guide the faculty’s advising rather than curricular requirements for graduation.

As a last note on this topic, let me add that the question of curricular goals becomes particularly important when outcomes assessment enters the picture. What do you measure? If your interest is in the extent to which the knowledge of a group of students conforms to a common standard, your interest will be in the progress of groups. This is our current practice. We aggregate student achievement by variously defined groups and we compare their progress as a group to the group goals. Our two business accrediting bodies require that we follow the above approach.

By contrast, if our interest is in the progress of individuals, then we will measure and compare the progress of individuals against their own goals. We will be interested in making sure that individual students are meeting their own goals and in the process developing their particular strengths and interests, and perhaps developing new ones.

**Mistake 3: Just the facts**

So we’ve filled our students’ toolboxes with a variety of knowledge and skills. To what end? To earn a decent, preferably better than that, living, you respond, to make good careers for themselves. Isn’t that reason enough, you add.

Professional schools, whether they specialize in social work, law, or architecture, have a clear, easily understood purpose that they tell themselves and their students. What do business schools tell their students about their purpose? Asked differently, to what large, overarching organizational and social ends should the BBA work towards?

Why is this question of institutional purpose important? An organization’s purpose, ends, or goals strongly influence members’ behavior and activities to reach them. Purpose, etc. influence what students see as permissible or acceptable means to use.

So what do business schools tell their students about the essential nature of their jobs and of the principal goals of profit organizations in society? Business schools share our society’s lack of clarity and uncertainty about these answers. Their response is to lay out a menu of choices for students and as a result give students mixed, confusing messages. In brief, business schools have two broad answers as to organizations’ and managers’ broad purposes.

In some of our courses we tell business students that organizations have one major goal. Let me illustrate with examples from finance/accounting, marketing, operations, behavioral studies, and human resources courses.
In finance and accounting courses, that goal is said to be to maximize the welfare of investors or owners. This goal may be announced or may be implicit. So if the student accepts this goal as being paramount, organizational and managerial activity ought to minimize costs, including labor, and maximize revenue.

In another course, such as marketing or operations, the student may be told that the top value ought to be to increase customers’ welfare; therefore, organizational and managerial activity to increase service or product quality --and to improve the operations processes which allows that higher quality to be obtained – are paramount goals.

In a few other courses, the behavioral and human resource courses, it is implied that employee welfare is most important so the organizational and managerial activities of properly selecting, training, assessing, and developing employees is most important. Human resources are thought to contribute to organizational success and are therefore the most important goal.

So several BBA courses tell the student what the one most important organizational value ought to be, and therefore what he should strive to work for on behalf of his/her organization. Unfortunately, this most important organizational value may shift with the subject taught.

A very different approach, usually taken in courses dealing with the organization’s role in society or perhaps those dealing with laws that regulate organizational action, takes a much broader and more nuanced view of organizations and their role in society. The BBA student is told that organizations exist to manage society’s resources wisely; that organizations function amidst many interested stakeholders; and that the principal task of the organization -- and therefore of managers -- is to achieve and maintain a balance of the conflicting forces on the organization that these various stakeholders exert.

Given these possible answers -- one goal or a balancing of conflicting goals --, our society hasn’t clearly and with certainty answered the question as to what the for-profit organization’s supreme value ought to be. So it should be no surprise that business schools also don’t have a clear answer. By and large business schools have constructed a value-free curriculum, one in which organizations are seen a producers of goods or services, and management is seen as a generic activity -- the nature of the product or service or the transformation process used to create it isn’t all that important as long as the organization conforms to relevant laws. So assembling cars, operating a nursing home, or running a call center are seen as morally equivalent activities.

Business schools believe that if they lay out the possible alternative values, students will on their own and with the help of their employer arrive at a satisfactory and socially acceptable profile of values. Such a value-free stance allows the business school to maintain a neutral stance, and avoid offending any stakeholder or employer of its graduates. However, what is a graduate to think when confronted with a question of to outsource or not, a question which touches very strongly on the future of employee or community welfare as well as the greater social welfare? Which value in this situation does he advance?

Our students’ response -- in this situation and others - - not surprisingly is quite different from we had hoped for. Presented with this array of conflicting values throughout their business education, most BBAs subscribe to the simplest and most apparently appealing view as to what the organization’s most important value should be: The organization, and therefore its managers as its principal servants, exists to maximize owner/shareholder wealth.

Yet this is an answer that is increasingly uncomfortable to offer and is very easy to question. It is also one likely to be closely scrutinized in the days ahead. In view of what’s happened recently in the financial services industry and its effects on the US and global economy, however, it’s likely that our country will begin to re-think its view of profit organizations. If that happens, business schools will need to re-think what they teach their students about the role of organizations and managers in society.
How could BBA curricula look?  
A few alternatives

In summary then, BBA programs give our students too much, with too little choice, and without a firm idea as to what it’s all for. There are, however, alternatives to our current BBA “package.”

1. Fill ‘em Up. Train and educate BBAs for their first job, and perhaps second job, only.

Let’s leave the sweeping and abstract courses for a latter part of students’ career after they’ve had a chance to see some dilemmas up front and posed some questions to themselves. Some subjects require some, or perhaps considerable, business maturity and are best left for the middle part of peoples’ career. These include ethical, macro-organizational, and strategic questions.

This prescription also implies that the courses we offer our managers-to-be should be oriented to help them at the beginning of their career. Courses should be practical and concrete and help them do their day-to-day tasks.

2. One Size Fits All. Let students choose as many of their business courses on their own as practicable; give them as much leeway as possible in such choices.

There often isn’t much leeway offered to students in their major courses, especially in specialist majors such as human resources, finance, accounting, or information technology. Such majors certainly need a core of knowledge and skills upon which there is quite a bit of agreement. Often there’s little debate about the content of such majors.

However, when it comes to the foundation courses, those all business students take in common, we can give students considerable discretion. Let students go with their interests. Some may strongly favor “word” courses such as behavior, organization theory, human resources and the like; others, “numbers” courses such as finance, statistics, and management science. In any case, let’s let students be guided by their own interests.

3. Just the Facts. With respect to the fundamental values of business, let’s present a more unified and thoughtful front to students.

Tell students that organizations and managers exist to serve society and that organizations and managers need to be responsible in their actions with respect to their various stakeholders, including employees. Owners'/investors’ interests are only one of the various interests involved; others’ interests are more important.

Who knows? Such curricular changes may bring us eager and happily hardworking students.

Summary

Well meaning, we strive to give our BBAs too much, too soon. We give them too much of what they don’t want and can’t use, often at a point in their career when they aren’t ready to receive it. And other than wishing them good luck in their search for a job in which they can use this knowledge and these skills, we don’t give them a firm idea as to what this is all for.

The result is that they are often confused, often reluctant, and sometimes resistant learners. We as their teachers confront this confusion, reluctance, and resistance in each class. We vainly fight this ennui in each class.

As faculty and administrators our answer may be to give our students less but to give them more of what they need for their first job, presented in an overarching, meaningful framework. As a result we might find them to be much more attentive and willing students. Perhaps they’ll even be grateful.

Gabriel Jaskolka is an Associate Professor of Management at Tiffin University, Tiffin, Ohio.
Abstract
Enterprise Resource Planning Systems (ERP) have become the defacto IS system for major organizations during the past 15 years. The Small and Medium Sized (SME) marketplace is the focus market segment for software developers, consultants and researchers. The implementation of ERP systems have seen perilous times as organizations encountered numerous problems, financial strains, organizational difficulties, organizational cultural challenges, resulting in successful implementations but also failures to the extent of bankruptcy filings.

This paper will examine the various process theory methodologies available to ERP implementation project teams, Champions, consultants and software vendors as alternative approaches for a successful implementation. Selection of an ERP and a guiding process methodology is more crucial to the SME organizations that typically face more organizational, financial, cultural, and technical constraints than large-scale organizations. These process theory methodologies have their genesis in classic MIS SDLC, yet the different models have diverse beginning and end phases, and inclusions.

Introduction
In the current global economy environment, “SMEs’ performance is essential for the development of any country’s economy” and provide the foundation for future economic growth and prosperity with their growth into large enterprises (Abouzeedan and Busler, 2004). Statistics indicate that historically most new businesses do not survive the first five years of operations (Castrogiovanni, 1996; Monk, 2000).

There would be a very positive impact on the global economy if a higher proportion of these fledging enterprises survived and grew into global economy competitors (Monk, 2000). Part of this ability to compete and survive is based on the ability of the enterprise to create, analyze and ultimately utilize business information systems about its operations to provide quality leadership in products, improve business processes, enhance its supply chain, and create better customer relationships (Schubert & Leimstoll, 2007).

From an enterprise research perspective, small and medium sized enterprises (SMEs) are the leading segment of organizations that provide a wide variety of researchable theories and experiences. Not only are these organizations crucial to industrial economies, but also demonstrate operational qualities that promote cause and effect relationships that are proving to be enormously interesting to researchers (Katz, Aldrich, Welbourne and Williams, 2000).

The majority of ERP systems were implemented in large-scale organizations in the mid to late 1990’s to the current day and generally were done to: 1) overcome the millennium date problem (often known as the Y2K initiative), 2) resolve issues of disparate systems within the organization, 3) resolve poor quality/visibility of information, 4) resolve lack of business processes and/or systems not integrated, 5) replace obsolete systems, 6) assist in integrating acquisitions, and 7) resolve issues of lack of support for organizational growth (Deloitte, 1999; Plant & Wilcocks, 2007).

Without due diligence, many organizations will find the ERP software system dictating the operational
aspects of the business (Bajwa, Garcia & Mooney, 2004). Consequently, the challenge for the adopting organization is to properly choose how various processes will be implemented within the programmatic (configuration) options. Furthermore, it is critical how these options are selected to maximize the efficiencies and effectiveness of the organization (Shanks, Parr, Hu, et. al., 2000). Given these factors, issues related to user satisfaction and perceived usefulness in the ERP implementation must be considered (Zviran, Pliskin, & Levin, 2005). Even considering the highly configurable nature of ERP systems (Bancroft, Seip & Spregel, 1998), the inherent data structures, programming code, and existent assumptions about business processes can impose a behavior on organizations that many management teams will find difficult to adopt (Piszczalski, M., 1997; Al-Mashari, Al-Mudimigh & Zairi, 2003).

A significant number of organizations, for existing legitimate managerial reasons: financial, personnel, infrastructure resource limitations, etc. have not considered adoption of a new or upgraded system (Adam and O’Doherty, 2000). It is important to note that simply having an accounting information system (AIS) is not the equivalent of implementing a true ERP for the enterprise. AIS are typically a component, module, or subsystem of a complete ERP system.

Some level of SME organizations were compelled, or were in a position to be strongly influenced by a vendor/client relationship in their value chain to adopt a particular system, even though it may not be the most appropriate fit. Some SME organizations may be legal units of some larger organization and may be essentially forced to adopt a particular enterprise solution to remain within the strategic goals of the parent organization. It has been suggested by other researchers (Sistach et. al. 1999; Sistach and Pastor, 2000) that this phenomenon may also occur in Supply Chain Management (SCM) situations and other modules.

There are numerous factors affecting successful implementation of ERP programs into any organization. These have not been fully identified and described for the SME market, although many studies have addressed these factors for the larger scale market. A recent research effort (Argyropoulou, Ioannou, & Prastacos, 2007) specifically addressing SME implementations, reported that these organizations were much more likely not to use a structured methodology for implementation. Further the study reported that SMEs were either not familiar or unsophisticated with techniques such as business process reengineering (BPR) and change management.

The Data Envelopment Analysis (DEA) model was developed in 2004 to help mid-size organizations select ERP systems to best assess costs with capabilities/services to evaluate relative performance. Most SME firms lack the technical and financial resources to make the appropriate selection of ERP software. Historically SME IS professionals often used software selection guides or surveys to choose an organizational software package (Fisher, et. al., 2004).

Small and Medium Enterprises (SME)

Many organizations are aware of limiting factors, subsequently cautious and hesitant to implement new ERP solutions due to well publicized problems and failures, and the financial and technical resources necessary. However, SME organizations are in a unique position to leverage this risk and financial commitment with a significant opportunity to gain a considerable competitive advantage and exploit future system evolutions by adopting ERP “best practice” systems (Wang, Ragsdale, & Schuler, 2006).

SME organizations – marketplace definition

The market segments for software products, particularly ERP solutions, are differentiated into several strata including: large organizations, SME organizations, and SMB markets. There are no generally accepted definition parameters of SMEs in the United States, including the federal government (Ou, 2006).
The following distinctions in market profiles are adopted for this paper and were sourced from the *Journal of Accountancy* (Johnston, 2003). **Large organizations** typically implement full ERP software applications and have annualized sales in excess of $500 million, and have more than 500 employees. **Small to medium enterprises** (SME) have sales up to $500 million, and have no more than 500 employees. This stratum represents more than 84,000 U.S. companies. **Small to medium businesses** (SMB) have sales up to $100 million, and have no more than 100 employees. This represents more than 516,000 companies in the U.S. SME organizations that have < 500 employees and <$500 million in annualized sales is the focus and definition adopted within this research.

**SME organizations – ERP perspectives and challenges**

In a report released in March 2006, *Thinking big: Midsize companies in the United States and the challenges of growth*, the Economist Intelligence Unit interviewed 240 U.S. senior executives from a total 3,722 global midsize company business executives using similar SME segment parameters. These firms indicate an aggressive expansion of their customer base using a strategy of product and service diversification to secure new geographic (global) markets. The keys to successfully infusing this strategy are: improved operating efficiency, excellent work force, and critically efficient information technology infrastructure (Ramaswani, Holloway & Kenny, 2006). The executives identified growth priorities substantially influenced by a strong IS environment and information systems. The executives indicate IS are critical to enabling growth (76%), and a deficiency of talented staff (36%) to manage the growth and constraints such as resistance to change and lack of technical skills, are major impediments to IS investment (Ramaswani, Holloway & Kenny, 2006).

The Aberdeen Group (2006) provided their *ERP in the Mid-Market* benchmark report. Their definition of SMEs was much larger but findings were similar in most regards, but did focus more on the larger companies that tended to be financially and organizationally related to larger Fortune 1000 and S & P 500 type organizations. There were noteworthy analytical points, such as the correlation between ERP functionality utilized and company size. Their analysis demonstrated that functionality rose steadily and peaked at the $100-$250 million size organization (the typical definition of an SME), and then dropped. They concluded these companies did not have unlimited resources like their larger competitors, but have sufficient resources to maximize their implementations value and have learned to leverage these investments, with a greater incentive for productivity and efficiency (Aberdeen Group, 2006).

**ERP implementation**

**Historical perspective**

In a classic MIS article, Kydd (1989) suggests that” failure to address the uncertainty and equivocality that exist during the development and implementation of a new management information system is a major reason why projects fail”. Implementation as a process has different definitions and connotations, spanning from the fully encompassing process of selection and ultimate upgrades years hence, vs. a very narrowly defined step in one project phase. This paper will adopt the broader, fully encompassing process approach definition that includes a complete process theory ERP lifecycle.

Supporting research indicates a sound IT strategy is linked to a full understanding of any organization’s business strategy. “IT strategy is the alignment of the information technology infrastructure and investment with the business’ strategic direction” (Norris, Wright, et. al., 1998). ERP popularity can be traced to greater global organizational activity, mergers and acquisitions, short product life cycles, and system disaster fears from older legacy systems (Bingi, Sharma, & Godla, 1999).

There are a number of primary reasons to implement an ERP system (Nadkarni & Nah, 2003). ERP can integrate disparate domestic and global systems
under one enterprise operation, resulting in one consolidated database and the elimination of “islands of automation” (Kerr, 1988) that so politically and operationally plagued IS systems in the 1975-2000 time frame. Secondly, the “Y2K” date bug was effectively eliminated, and the organization/enterprise was expected to benefit with greater functionality and improved business processes; although fueling the original efforts, this not no longer exists as a major implementation factor.

Too often ERP solutions were viewed by a majority of enterprises as a panacea for their organizational ills. Many of these implementations were failures (at one point in the late 1990’s the failure rate was approaching 70% by some professional estimates) for any number of reasons, while some implementations were limited successes. There were many implications to managements of these organizations and they also had a profound effect on the accounting functions and financial and managerial reporting efforts. The literature reports have identified countless successes and failures. Some have been such monumental failures that lawsuits were filed and some organizations have been forced into bankruptcy proceedings (e.g. FoxMeyer Drugs driven into bankruptcy, 1998) from the subsequent business difficulties. Several implementations like Hershey’s have seen copious financial losses while others encountered extensive costs when the realization that the software would not fit the organization’s needs, similar to Dell’s circumstances (Bingi, Sharma, & Godla, 1999; Esteves, & Pastor, 1999; Shang, & Seddon, 2000; Umble, & Umble, 2002).

ERP systems have taken a more dramatic role than originally envisioned in the early 1990s. Organizations are rapidly being tested and asked to respond with qualified and well-trained professionals utilizing complex information systems (ERP) to meet not only the daily informational and operational needs, but also an ever-expanding governmental compliance initiative, e.g. SOX 404 compliance. Consequently, managements are facing an increasingly dedicated technological environment with significant challenges. In the last 18 years (1990 – present), information technology provided a methodology for contemporary organizations to integrate supply, production, and delivery processes. Prior competitive advantage in these organizations was persistently maintained with the previous deployment of technology into physical assets and excellent balance sheet management, but this could no longer be the champion of growth and management (Kaplan & Norton, 1996; Swanson & Ramiller, 2004).

A fully integrated ERP effectively defines the tasks and objectives of an organization. “The information age organization operates with integrated business processes that cut across traditional business functions. It combines the specialization benefits from functional expertise with the speed, efficiency, and quality of integrated business processes” (Champy & Hammer, 1993). Additionally “all employees must contribute value … by the information they can provide. Investing in, managing, and exploiting the knowledge … has become critical to the success of information age companies” (Kaplan & Norton, 1996; Jacobs & Whybark, 2000). In contrast to ERP, legacy systems are long-tenured, non-ERP, dedicated mainframe systems where each organizational subdivision may have its own dedicated computer system, often not integrated with other systems. Historically these have also been referred to as “islands of information” or “islands of automation” (Kerr, 1988).

ERP has been historically touted as cheaper to purchase and install/maintain than to classically construct legacy systems that are replaced, thus appearing to be a panacea to large and complex organizations (Nah & Delgado, 2006). ERP are perceived to be highly flexible and adaptable. History has proven ERP can generate organizational behavior restrictions, and behaviors that organizations did not expect. The discipline of the programming code, the DBMS complex data structure, the intricate integration of applications, and built-in assumptions of normal business processes, can and have taxed and frustrated many organizations.

“First/Second/Third Waves”
The “First Wave” of ERP implementation presented a fundamental transformation of any organization. Adoption and implementation of ERP systems experienced the “First Wave” as a far-reaching scope of business processes impact, and generates a paradigm change to businesses/organizations simply due to the magnitude of the changes. The efforts were predominately focused on the technical aspects of the implementation, i.e. software, infrastructure, basic training initiatives. However the business process changes envisioned and deemed necessary usually generated low priority. Hence, business process changes and operational enhancements were fundamentally deferred and became the major factors of the “Second Wave”.

Marketers, researchers, practitioners, and software vendors coined the “Second Wave” and “Third Wave” of ERP implementations during the past 8 years. These characterize the time frame in the system implementation and operation, after the base system has been installed, and the “go live” point has occurred, and refer to major updates and enhancements to the software. These normally include business processes such as the implementations of Customer Relationship Management (CRM) and Supply Chain Management (SCM) modules. These efforts all provide value-added contributions to the ERP system and take the organization to the point of leveraging the system for overall operational and financial gains, i.e. ROI opportunities and value chain optimization (Hawking, McCarthy & Stein, 2004; Stein, Hawking, & Foster, 2004, 2003; Smith, & Fingar, 2003; Deloitte Consulting, 1999).

In summary, companies were seeking efficiency benefits, higher-order effectiveness benefits, and ultimately transformation. Transformation is the ability of an organization/strategic business unit to fundamentally change how they conduct their business and associated processes (Deloitte Consulting, 1999).

Success and failure parameters

The ERP implementation efforts suggest an essential issue: “the key questions about enterprise systems from the perspective of an adopting organization’s executive leadership are questions about success” (Markus & Tanis, 2000). These questions are also posed by others (Davenport, 2000a, 2000b; Deloitte Consulting, 1998; Markus & Tanis, 2000; Ross & Vitale, 2000) all noting the multidimensional accrued benefits of these systems, running the spectrum of operational improvements to enhanced decision support systems for strategic goals.

Deloitte Consulting (1998) published a study that was based on in-depth interviews of 62 Fortune 500 companies, and although not an academic composition, it is accepted in the ERP industry, academics and professionals serving the industry as a benchmark publication in ERP implementation efforts. The study concludes: “Until now, conventional wisdom saw going live as the end. In sharp contrast to this view, our study uncovers at least two distinct waves of ERP enabled enterprise transformations. The First Wave refers to the changes to an organization that include and accompany going live with ERP. The Second Wave, on the other hand, refers to the actions that are taken after going live that help organizations achieve the full capabilities and benefits of ERP enabled processes” (Deloitte Consulting, 1998).

Success in information systems (IS) implementations has long been a focus of academic research efforts (Lyytinen & Hirschheim, 1987; DeLone & McLean, 1992, 2003; Ballantine et. al., 1996). Others research efforts focused on the measurement of success, antecedents and explanations of success or failure (Markus, Axline, Petrie & Tanis, 2000; Koh, Soh, & Markus, 2000). The exigency affiliated with success or failure in ERP systems results from the inherent risks and colossal costs, sometimes rivaling the expected benefits of these systems. In many cases, failures have led to losses and bankruptcies (Bulkeley, 1996; Davenport, 1998; Bingi, Sharma, & Godla, 1999; Esteves, & Pastor, 1999; Markus & Tanis, 2000; Ross & Vitale, 2000; Shang, & Seddon, 2000; Davenport, 2001; Umble, & Umble, 2002).

There are different dimensions, e.g. technical, financial, economic, operational or strategic that can
be assessed to measure success in ERP implementations (Markus, et. al., 2000). Success can and should be measured at different time points (Larsen & Myers, 1999) to assess value, with evidence pointing to changing levels, e.g. early failure but later success. Paradoxically, research indicates performance slides after initial implementation with moderate to severe business disruptions (Ross & Vitale, 2000).

**ERP implementation – lifecycle models**

The literature on ERP lifecycle models is somewhat dispersed with the resulting absence of a generally accepted enterprise lifecycle model (Rosemann, 2003). This is curious considering the extensive research conducted on systems analysis and design and software development without a significant effort towards the management of enterprise systems (Gable et. al., 1997; Klaus, Rosemann, & Gable, 2000). Currently, there are a number of software development models, (e.g. waterfall model, spiral model), but no standardized ERP lifecycle model. There is a concentration on implementation issues and critical success factors both in the literature and the trade press (Bingi, Sharma, & Godla, 1999; Holland, Light & Gibson, 1999; Stefanou, 1999; Sumner, 1999; Nah, Lau & Kuang, 2001; Umble, Haft, & Umble, 2003). Process theory in a case study (Koh, Soh & Markus, 2000) was contrasted with variance theory utilizing a ERP process model. Several authors (Shanks et. al., 2000; Markus & Tanis, 2000; Nah & Delgado, 2006; Plant & Willcocks, 2007) stress the point that an ERP implementation project is best conceptualized as a business project and not simply the installation or update of an innovative technology.

Cooper and Zmud (1990) developed one of the first ERP related models that includes the following six lifecycle stages in an ERP implementation: 1) initiation phase – establishing the business case and identifying the problems and opportunities, 2) adoption phase – gain organizational support for the implementation effort, 3) adaptation phase – acquire the system, installation, maintenance, 4) acceptance phase – system has complete functionality and user training completed, 5) routinization phase – normal operations in daily activity, and 6) infusion phase – incremental organizational effectiveness. These stages have similarities to other researcher-developed models and as they are examined, these lifecycle models tend to have between three and six phases. Each of these phases’ success can be gauged and evaluated by a series of defined metrics including factors of human and organizational learning.

There are numerous highly referenced alternative ERP lifecycle models emanate from, Bancroft, (1997); Bancroft, Seip and Sprengel, (1998); Gable, Scott and Davenport, (1998); Esteves and Pastor, (1999); Holland and Light (1999); Holland, Light and Gibson, (1999); Parr, Shanks and Darke, (1999); Markus and Tanis (2000); Parr and Shanks, (2000); Ross and Vitale, (2000); Sandoe, Corbitt, and Boykin (2001); and Ahituv, Neumann and Zviran (2002). Essentially, all of the above models distinguish similar, but not entirely identical phases; additionally, they group and name these phases differently.

Bancroft (1997) proposed a lifecycle model with an emphasis on the initiating phases starting with focus to the actual implementation. Gable, Scott and Davenport (1998) created a different approach with an initial focus on the consulting effort, through implementation to phases of training and knowledge transfer. Esteves and Pastor (1999) have six phases also, but they included a final phase, retirement dealing with the next evolution of the ERP software. Markus and Tanis (2000) compressed the lifecycle model down to four phases of chartering, project, shakedown, and onward and upward. Finally, Ahituv, Neumann, and Zviran (2002) developed a four-phase model, including selection, definition, implementation, and operation that closely resembles the actual implementation phases expected in SMEs.

**Structured lifecycle models – process theory basis**

The implementation of an ERP system is the result of many phases of organizational, professional and consulting firm review and analysis. Often this is a structured format similar to the MIS concept of SDLC. Some of these phases become nebulous and overlap during the actual implementation projects.
Implementation is often confusingly referred to as the entire adoption, installation, and operational process of bringing an ERP system online, yet alternately can refer to the single phase within the overall project where the software system becomes operational.

Cooper and Zmud’s (1990) phases of adaptation, acceptance and routinization are discussed by many researchers and practitioners as the “Second” and “Third Waves” of ERP implementation and post-implementation activity. Alternative ERP lifecycle models create a full spectrum of grounded theory: Esteves and Pastor (1999), Markus and Tanis (2000) and Ahituv, Neumann and Zviran (2002). Substantively, all four models address near identical phases, although grouped and titled differently.

**Process Theory Approach – ERP Lifecycle Models**

There are a number of ERP lifecycle models identified in the literature. Included in this detail review are a representative group that are chosen because of their multiple references in other literature or their inclusion of different phases of the lifecycle model: 1) Cooper and Zmud (1990) advocate a six phase model, similar to SDLC, but with different and more descriptive names for the phases and some differences as to where various sub-phases should be included, 2) Esteves and Pastor (1999) advocate a six phase model very similar to classic SDLC models, 3) Ahituv, Neumann and Zviran (2002) developed a four phase model, including selection, definition, implementation, and operation, and 4) Markus and Tanis (2000) developed a simpler four phase system, that essentially merged most of the above phases.

**ERP lifecycle model – Cooper and Zmud**

The Cooper and Zmud (1990) model identifies six phases: initiation, adoption, adaptation, acceptance, routinization, and infusion. This approach looks upon IS implementation from a general perspective and is somewhat similar to Esteves and Pastor, but with different nomenclature.

The lifecycle model includes six phases of ERP implementation during its life in an organization (see Figure 1).

![Figure 1. ERP Lifecycle model – Cooper & Zmud](image)

The *initiation phase* is characterized by identifying the organizational problems and opportunities for IS solutions. Likewise, these are seen as “push” “pull” alternatives. “Push” as a result of new technological innovation and “pull” as a result of an organizational need. The *adoption phase* has various activities and negotiations occurring to acquire and solidify organizational support for the implementation effort of the IS solution. The *adoption phase* has the actual system developed or acquired, installed and maintained. This is the main core of the implementation process and requires great managerial, financial and human resources support. The *acceptance phase* sees the system operated as a live system with complete feature functionality, including user and system training. Acceptance however does not assume full operational functioning, just acceptance that the system meets all operational compliance factors. The *routinization* assumes that the IS system, in this instance the implemented ERP system is now operated in daily activity. The *infusion phase* assumed incremental organization effectiveness as a result of normal system operation. The system is used to its fullest potential.

**ERP lifecycle model – Esteves and Pastor**

Esteves and Pastor (EP) (1999) suggested an ERP lifecycle model, representing the various phases that an ERP system would chronologically implement in an organization. The lifecycle is structured in phases going through the whole ERP project and functional life: adoption decision, acquisition, implementation, use and maintenance, evolution, and retirement.
The lifecycle model includes six phases of ERP implementation during its life in an organization (see Figure 2).

- Adoption
- Acquisition
- Implementation
- Use & maintenance
- Evolution
- Retirement

**Figure 2. ERP Lifecycle model – Esteves & Pastor**

The adoption decision represents the time when management determines that a new ERP system is necessary for any number of reasons. The phase includes systems requirements definition, the desired goals and benefits, and the impact of the ERP system adoption. The acquisition relates to the decision of system choice as a result of the systems requirements definition in the adoption phase. This also considers the system that needs the least amount of customization. The implementation deals with the actual adoption of the system into the computer infrastructure and any customization necessary to make the system functional. This phase is also characterized by the greatest degree of training. The use and maintenance deals with the functionality, usability and adequacy of the system to the organization. Post implementation issues include required maintenance, updates, correction of malfunctions both programmatic and option selection, systems operational optimization and overall general improvements. The evolution represents the period when additional capabilities are integrated into the ERP system for additional benefits. The evolution phase has benefits both “upwards” and “outwards”. The retirement phase deals with the period when an ERP solution no longer meets organizational goals and objectives and needs to be replaced (Esteves & Pastor, 1999).

**ERP lifecycle model – Ahituv, Neumann, and Zviran**

This model developed by Ahituv, Neumann, and Zviran (2002) is a blended model of traditional SDLC, Prototyping and Application Software Package purchase approaches. This model is comprised of four phases: selection phase, definition phase, implementation phase, and operation phase. There are many overlays and consistencies with the previous three models, and is probably most closely related to the Esteves and Pastor ERP lifecycle model, with some phases combined.

The Ahituv et. al. model is similar to the others, but has various detailed activities identified in each of the phases. It is a blended approach of three traditional system development models the authors defined, Information System Life Cycle (The Waterfall Model) and very much like classic SDLC, Prototyping Model that is the antithesis of SDLC and creates a prototype system for further development, and Application Software Package Model that is related to the purchase of a preexisting system.

The authors also identified a series of characteristics that would influence the selection of an ERP lifecycle model for development methodology: system complexity, system strategic importance, system flexibility, application scope, technological infrastructure, organizational process changes, intensity of relationship with vendor, employment of external consultants, and users’ involvement.

The lifecycle model includes four phases of ERP implementation during its life in an organization (see Figure 3).
The first or selection phase identifies the most appropriate ERP package and includes the definition of project objectives, collection of vital information about systems, vendors, and consulting firms, needs analysis, feasibility study, contract negotiation and signing. The second or definition phase is the shortest in duration and includes all preparatory activities for the following implementation phase. The third or implementation phase is the predominant phase of the ERP lifecycle and is designed to provide maximum organizational efficiency and effectiveness plus financial rewards upon movement into the operation phase. The phase is characterized by the iterative implementation of various system modules passing through activities to either add processes or organizational layers to the accomplished project objectives. The fourth and final phase is the operations phase. Here the system is brought to normal operations and is the longest of the phases, potentially lasting multiple years.

**ERP lifecycle model – Markus and Tanis**

The Markus and Tanis (2000) lifecycle model created a unique phasing approach unlike the other models. Their proposed ERP lifecycle model reflects a more streamlined and simplified approach. Their life cycle consists of four phases: chartering, project, shakedown, and onward and upward. These phases have more commonality with the Cooper and Zmud lifecycle model than with Esteves and Pastor’s approach. They obviously combine some elements into broader categories, and thoroughly ignore any retirement and replacement issues.

The lifecycle model includes four phases of ERP implementation during its life in an organization (see Figure 4).
skill sets of the users and upgrading the software plus instituting all business process improvements.

The interesting element of the Markus and Tanis model is that all implementation and upgrade operations can use each of the four stages of the model. Any upgrades will begin again with the chartering phase and stage through all phases until completion.

The Markus and Tanis model is generally accepted as the simplest to understand and reference. It provides a well-delineated set of phases and also includes the contingency for upgrading the system and replacement with a new evolution of IS systems. The Ahituv model could be the closest to what the real world has migrated into over the past ten years and has the most detailed structure and would also be an effective choice. This option would probably be more appropriate in large scale ERP implementation efforts since these enterprises are characterized as more complex and have more resources, both human and financial, to utilize in the implementation. Attempting to utilize this approach in the SME marketplace could burden the enterprise and the implementation team to a greater degree than is appropriate for the SME scale.

**Summary**

SME certainly have different constraints than the large-scale organizations that led the ERP marketplace for many years. SME do not have the same financial resources, in-house technical competencies, and often have unique organizational cultures, all generating greater risk for any attempted ERP implementation. There are countless studies of critical success factors to promote a positive result in these efforts. Choosing a process theory approach combined with vendor tools, an exceptional ERP implementation team, a strong project Champion, and most importantly management commitment promote a successful project.

The process theory approach should help the project team and executive management understand and plan for the various stages the implementation will progress through. Some SMEs will be forced to take steps such as the “big bang approach” rather than a “phase-in” approach because of some of the constraints. But in all cases, this is a significant undertaking for any organization, and without a good structured plan based on one of the process theory models, organizations will do little to promote risk aversion in their implementation efforts.

**References**


Umble, E., Haft, R., & Umble, M., (2003). Enterprise resource planning: Implementation procedures and


Robert L. Kachur – Richard Stockton College of New Jersey

Ajantha Herath – Richard Stockton College of New Jersey
DRIVING NFL FAN SATISFACTION AND RETURN INTENTIONS
WITH CONCESSION SERVICE QUALITY
Brian V. Larson and Ross B. Steinman, Widener University

ABSTRACT
Sport organizations have begun to focus on assessing quality. Rising ticket prices, skyrocketing team costs for owners, and increasing competition from other entertainment entities make service quality central. SERVQUAL, as applied to an NFL gameday concession experience is discussed in this paper. Studies were conducted at two separate NFL games where total of 558 respondents reported assessments of service quality and important dependent variables. The results help to clarify the impact of key service quality drivers on fan satisfaction and return intentions. Results are reported and conclusions and recommendations are drawn dealing with how fans respond to the key dimensions of service.

I. Introduction
Every year millions of fans flock to their favorite sporting event. The way that they determine the quality of their game day experience is becoming increasingly important to venue managers, fans, and concession vendors. As ticket prices continue to increase, so do fan expectations. In addition to the event itself, which is out of the marketer’s control, many elements affect the fan’s experience: parking, variety of merchandise, stadium atmospherics. The concession experience is one of the most influential and controllable though. First class service and selection is expected from customers to match the premium ticket prices.

For instance, while food vending is just one event element it is an enormous complementary component that helps teams maximize total revenue (Coates and Humphreys, 2007). The average fan in regular seats will spend nearly $20 at each NFL event on standard concessions (Team Marketing Report 2005). It is estimated that $9 billion is spent on foodservices at sporting events annually (King, 2004); $2 billion is from the NFL’s suite/club seating alone (Cameron, 2004), a relatively new revenue stream. Suite holders are typically charged between $145 and $250 per person. In short, it has become apparent that a regular hotdog was not going to do the trick (Buzalka, 2000).

Moreover, the team, venue, and concession service providers have only limited opportunities to establish a relationship of high quality exchanges because of relatively brief sport seasons. For example, with the NFL, “You only have 10 games to make an impression on your guests” says Hans Williamson, president of the sports and entertainment group for Levy Restaurants (Cameron, 2004). Give the rising costs and limited number of contacts, each point of customer contact becomes more critical.

Professional sporting events are also becoming increasingly costly for owners as the expenses of the game (e.g., player salaries, equipment, maintenance, and new venues) continue to escalate. For sport managers increasing the game day experience’s value is a primary concern and critical for the organization's survival. For team marketing professionals, understanding the variables that affect the service quality perception is a key input into their resource allocation and strategic marketing decisions.

For the providers, who have been outsourced to create the service, it is vital to continually improve the service because their business customer (the team or venue) demands it and has the luxury of seeking contracts with other providers if service quality isn’t good enough. The number of qualified vendors capable of serving at major venues has intensified the competition for stadium and arena contracts. If a vendor fails to satisfy the team’s fans, then the team can readily choose another food service provider. Good suppliers must provide outstanding service like ARA’s innovative hand-held ordering devices for club level seat holders at the Alamodome.
In this sense then, service quality is important to the fan as a valued part of the game day experience, to the team as an important attribute of the total sport product sold to the fan, and to the outsourced supplier as a business-to-business differentiation tool.

This paper will measure service quality perception as it applies to an NFL team’s concession experienced by fans. This will be done by using the RATER model of service quality. These factors will then be used as predictors of key outcomes in a regression model. We begin with a literature review of sport service quality assessment and then discuss the outcome variables to establish hypotheses. We report the execution of an empirical study where the dimensions of service are explored and assessed. The paper concludes with a presentation of the results and discussion. Implications are suggested.

II. Service Quality Assessment in Sport

As with other service industries, in the sport industry it is not enough produce adequate service encounters but crucial for a company to hire, train and motivate employees to consistently provide quality service. To do that, it is important for a company to listen to what exceptional service means to customers and incorporate feedback into the company’s vision and training programs. Because a sport venue’s income comes primarily from fans, their assessment should be considered as the main evaluation index of service quality. The accepted way to measure customer perceptions is to use the SERVQUAL model to identify and understand customer expectations. The SERVQUAL model is increasingly seen in sport (Crilley et al., 2002).

SERVQUAL, the service quality assessment tool Parasuraman, Zeithaml and Berry (1988) first used to measure how customers perceive the quality of service being provided, has proven to be robust across services. The original SERVQUAL model contains 22 questions that measure the expectations consumers have about service quality and the perceptions of what is actually delivered during their experience. These 22 questions are broken down into five dimensions. Easily remembered with the acronym RATER, it includes the dimensions on which service quality are assessed: Reliability, Assurance, Tangibles, Empathy, and Responsiveness. By using a Likert scale ranging from “Strongly Disagree” to “Strongly Agree,” service perceptions can be gauged by asking the customers questions related to the five dimensions (Hudson, 2004). Each of these dimensions is discussed as they apply to sport.

Reliability is the service quality dimension that measures the ability to perform the service dependably and accurately (Parasuraman et al., 1988). It has been called the most important dimension. When an employee is trained for a specific job, it includes making sure the customer’s satisfaction is the top priority. This should include the proper way to greet a customer, provide helpful information to service the customer and how to accurately address questions the customer may have. If the employee does not know how to accurately answer the customers question, they should be trained how to find the correct answer (Czaplewski, 2002). Questions asked of service customers in the past included: Do you receive what you ordered? Does the staff provide this service consistently under all conditions?

Assurance is the service quality dimension that measures the knowledge and courtesy of employees and their ability to convey trust and confidence (Parasuraman et al., 1988). Job training should include providing lessons that empowers employees to make the right decisions. This not only shows that the company hiring the employees has faith in them but that they are an important part of the organization. This has positive benefits for the customer. For example, corrections are made instantly when services rendered do not meet expectations. An example of a question used to measure assurance might be, “Staff appeared well trained to handle the job.”

The Tangibles dimension takes into consideration the appearance of physical facilities, equipment, personnel, and communication materials. Proper product and service execution are important for customer satisfaction. The execution should be
appealing to the consumer and the facilities should be clean, well lit, and comfortable. Training the employee to handle the job correctly and to look the part affect this dimension. Facilities and human elements should be designed to appeal to the customer’s senses. A question might be “The employees were neat in appearance.”

**Empathy** is the service quality dimension that measures the perceived caring, the individualized attention that the employees provide to each customer. Providing service that goes above and beyond the expected service levels occurs when an employee displays empathetic qualities. Empathy is difficult to instill in an employee because of its intimate nature. It manifests itself in smiles, personal attention, and clear communications. Firms can hire individuals who possess this quality and incorporate empathy training to build upon this trait. The following statements might measure the dimension of empathy: “The staff seemed happy to provide service,” or “The staff seemed thankful for my patronage.”

**Responsiveness** is the service quality dimension that measures the willingness to help customers and to provide prompt service. Therefore, it is important to instill in employees that they need to respond readily to customers needs, but also in a manner that demonstrates their willingness to help. Customers feel a high quality service provider is able and eager to give prompt and satisfactory service. The following questions could be used to measure responsiveness: “The staff displayed willingness to help,” or “The staff provided prompt service.”

### III. Key Sport Outcomes and Hypotheses

One potential application of SERVQUAL is to determine the relative importance of the five dimensions in influencing customers’ outcomes. Two outcomes regularly collected from customers are satisfaction with the experience and future behavioral intentions.

*Satisfaction with the overall experience* “…the quality of the subjective product—the service experience—is the true outcome of a service interaction,” (Solomon et al. 1985, p.101).

Marketeters have proposed a number of definitions for satisfaction. For the most part, satisfaction is an emotion as argued by Nyer (1998). Spreng, Mackenzie, and Olshavsky define it as “the emotional reaction to a product of service experience (p. 17). Marketing research has concentrated on associating consumer cognitions with satisfaction. “Everything has to be perfect for the fan—not just on the field or courts or ice, but on the retail side as well,” (Drewes quoted in King 2004, p. 17). The ideal fan experience is based on how well the many different service dimensions compare to the fan’s expectations. In their role, sport fans and customers can be thought of as having expectations. When a sport service experience element, one of the SERVQUAL dimensions, fails to meet the cognitive expectation it should affect the overall concession stand experience. This is because service quality can be viewed as a critical antecedent of customer satisfaction. The first set of hypotheses is concerned with the importance of the five dimensions (RATER) of the SERVQUAL model in influencing satisfaction with their sport service experience. The following are predicted:

**H1A**: High levels of Reliability predict overall concession stand experience.

**H1B**: High levels of Assurance predict overall concession stand experience.

**H1C**: High levels of Tangibles predict overall concession stand experience.

**H1D**: High levels of Empathy predict overall concession stand experience.

**H1E**: High levels of Responsiveness predict overall concession stand experience.

*Behavioral intentions* refer to the individual’s anticipated or planned future behavior (Ajzen, 1987). Marketers are interested in intentions primarily because of its link to purchasing behavior. Although consumers’ self-reported intentions do not perfectly predict future behavior most academic studies use consumers’ self-reported intentions as the proxy...
criterion variable. Similarly, companies often rely on consumers’ intentions to forecast (Chandon, Morwitz, and Werner, 2005).

In the context of this research, if fans do not receive the sport service experience they expect, they might go elsewhere. Therefore, it is important that the NFL team understands their customers’ behavioral intentions. Doing so will enable the NFL team to retain their customers; research has demonstrated that satisfied customers often become loyal customers (Hallowell, 1996). These loyal customers in turn tend to buy more products and are less price sensitive when making consumption decisions. It is also cheaper to service them because they are intimately familiar with the offerings and processes (Coyles and Gokey, 2005). Given the importance of word-of-mouth in marketing, it is likely they will share their experiences with others, thus effectively socializing new customers to the sport service experience. This is invaluable to organizations as they can now attract new customers without making a significant expenditure.

One would expect that at a sporting event, where customers are in a sense “captive,” reaching, attracting, and, importantly, retaining customers would not be a costly endeavor. Although there are a limited number of concession stand options at sporting events, customers still have the ability to exercise and express their intent to return to the concession stand. For example, season ticket holders might choose to reduce the amount they purchase from the concession stand. A more extreme example is that these individuals refrain from making concession stand purchases. Instead, they decide to consume food and/or beverages before or after the event. Therefore, it is of interest to determine the importance of the five dimensions (RATER) of the SERVQUAL model in influencing behavioral intentions. The following are predicted:

H2A: High levels of Reliability predict intent to return to concession stand.

H2B: High levels of Assurance predict intent to return to concession stand.

H2C: High levels of Tangibles predict intent to return to concession stand.

H2D: High levels of Empathy predict intent to return to concession stand.

H2E: High levels of Responsiveness predict intent to return to concession stand.

IV. Methodology

The study utilized a mall-intercept technique at an NFL team’s stadium during two 2005 regular season afternoon games (both beginning at 1:00 EST). Twenty field researchers were divided into five teams to cover the stadium systematically and approached attending fans at random who had recently exited a concession stand within a research team’s assigned area. Respondents from all areas of the stadium—upper concourse, club level, and main concourse—were solicited. Data were collected beginning three hours before kickoff, when concession areas opened, until just after halftime when the flow of fans visiting the concession stands slowed. Respondents were approached by field researchers, invited to participate in the survey, and offered a food coupon to promote participation. A total of 558 usable surveys were collected.

Measures - The survey used to measure customer service includes all 5 dimensions of the RATER model with approximately 3 to 5 questions per dimension (totaling 17 items). Five-point Likert scales ranging from “Strongly Agrees” to “Strongly Disagrees” were used which allowed for the measurement of the difference between customers’ expectations and perceptions of the actual service rendered (Brown, Churchill, and Peter 1993). The single page survey finished with multiple standard demographic questions.

Questions were developed based on the original RATER model (Parasuraman et al., 1988) and in partnered cooperation with the host management team to capture pertinent issues crucial to their specific business environment. It is not uncommon to adapt service quality assessment items to accommodate specific industry needs, and may even
be necessary to collect more pertinent information (Eastwood, 2005).

To test for the effect the service quality factors had on each key dependent variable, we performed a regression analysis using the five dimensions of the SERVQUAL instrument as independent variables to predict overall quality perceptions and return intentions. Two items from the questionnaire were used as dependent variable measures: 1) “My overall concession stand experience was positive.” and 2) “I will return to this concession again.”

V. Results

Participants – A total sample of 558 respondents reported their assessment of service quality at two separate NFL games. There were fewer females (23.7%) than males (76.3%). The respondents ranged in age from 11 to 81 years; however, the majority of respondents (90.0%) were between 18-69 years of age ($M = 36.22; SD = 14.18$). Most of the respondents were Caucasian (82.3%). The next largest race represented was African-American (8.6%). The average annual household income reported by the solicited fans was $126,906. However, approximately 75% of the respondents reported making less than this amount. The median annual household income was $85,500. Most respondents reported higher education levels; less than 24% reported having less than “some college” as the highest education level completed.

The behaviors of the fans were also collected. On average, fans reported to have visited the concession area 4.4 times during the game. Slightly more than one-quarter (26.6%) of those visits occur before the game begins. Furthermore, the respondents either attended or expected to attend about five to six games ($M = 5.49$) over the course of the season. Approximately 44.6% of the respondents planned to attend at least five games.

Service Quality Assessment – The 17 items used to assess quality perceptions held by fans were first organized into the five dimensions and then tested for Cronbach reliability (see Table 1). Examination of the values indicates that the reliability for four out of the five dimensions is well above .80. The reliability of the Assurance dimension was lower than the other dimensions but met accepted reliability standards.

| TABLE 1: Reliabilities and Descriptive Statistics of the RATER Dimensions |
|-----------------------------|-------------------------------|----------------|----------------|
| Dimension                  | Cronbach α                   | Mean Quality Rating | Standard Deviation |
| Reliability                | .81                           | 4.17             | .87             |
| Assurance                  | .60                           | 3.66             | .87             |
| Tangibles                  | .88                           | 3.98             | .77             |
| Empathy                    | .89                           | 3.92             | .97             |
| Responsiveness             | .84                           | 4.03             | .95             |

For each of the dimensions, the averages and standard deviations were computed. As the results above indicate, the Reliability dimension was rated the most positively by the NFL team’s fans with a 4.17 on a scale of 1 to 5. This finding—that Reliability is the most important dimension—is consistent with Berry et al. (2003). In order of mean quality rating, the remaining SERVQUAL dimensions were Responsiveness, Tangibles, Empathy, and Assurance respectively.

To assess the importance of the five dimensions in influencing customers’ overall quality perceptions, regression analyses were performed. The individual dimensions of the SERVQUAL instrument (RATER) were entered to predict overall quality perceptions. The following item from the questionnaire was used to assess customers’ satisfaction: “My overall concession stand experience was positive.” Results are noted in Table 2.

| TABLE 2: “My overall concession stand experience was positive.” |
|-----------------------------|----------------|----------------|
| Dimension                  | Standardized Coefficient | Significance Level | Adj. R² |
| Reliability                | .10             | .02             |
The Tangibles, Responsiveness, and Reliability dimensions were statistically significant predictors of customer satisfaction (“My overall concession stand experience was positive.”). In terms of the relative importance of the five dimensions in predicting overall quality, Tangibles was the most critical dimension. Responsiveness and Reliability were the second and third most important dimensions respectively. The fourth most important dimension was Assurance; Empathy was the least important dimension. The Assurance and Empathy dimensions were not statistically significant predictors. Overall, the adjusted $R^2$ was statistically significant suggesting that the RATER dimensions predicted customer satisfaction at the concession stand. Thus, there is support for hypotheses 1A, 1C, and 1E, whereas hypotheses 1B and 1D are not supported.

### TABLE 3:

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Standardized Coefficient</th>
<th>Significance Level</th>
<th>Adjusted $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliability</td>
<td>.20</td>
<td>.00</td>
<td>.56</td>
</tr>
<tr>
<td>Assurance</td>
<td>.04</td>
<td>.36</td>
<td></td>
</tr>
<tr>
<td>Tangibles</td>
<td>.35</td>
<td>.00</td>
<td>.56</td>
</tr>
<tr>
<td>Empathy</td>
<td>.01</td>
<td>.92</td>
<td>($p&lt;.01$)</td>
</tr>
<tr>
<td>Responsiveness</td>
<td>.25</td>
<td>.00</td>
<td></td>
</tr>
</tbody>
</table>

A similar pattern of results emerged for the regression analysis performed on the behavioral intentions outcome variable (“I will return to this concession again.”). Results are shown in Table 3. The Tangibles, Responsiveness, and Reliability dimensions were again statistically significant predictors, and Tangibles was the most critical dimension. The Responsiveness, Reliability, and Assurance dimensions were the second, third, and fourth most important dimensions, respectively. Empathy remained the least important dimension. The Assurance and Empathy dimensions were not statistically significant predictors. There is support for hypotheses 2A, 2C, and 2E, while hypotheses 2B and 2D are not supported.

Overall, the similar pattern in results suggests that the Tangibles, Responsiveness, and Reliability dimensions are crucial elements in ensuring fan customer satisfaction and behavioral intention. However, the relatively small magnitudes of the regression coefficients for Assurance and Empathy and their lack of statistical significance in predicting these outcome variables should be interpreted with caution. Both Assurance and Empathy did have strong, positive correlations with the dimensions of Tangibles, Responsiveness, and Reliability. It is plausible that their relative importance in the regression analyses may have been masked somewhat by possible multicollinearity (see Appendix). Therefore, while Assurance and Empathy are the least important of the SERVQUAL dimensions, their lack of statistical significance does not mean that they are unimportant.

### VI. Conclusion

Gauging customers’ perceptions of the service quality undoubtedly is important to companies to help retain customers. Sport firms are no different. Returning fans and customers will lead to additional sales to help an organization grow. Recently, sport organizations have begun to focus on hearing customers’ service quality concerns in order to change and modify employee training. To ensure quality service, organizations must have the tools to assess and control service quality. Every employee who comes in contact with a fan/customer must possess the right skills to respond quickly and effectively to all needs. Though this might be considerably harder for sport organizations which rely on volunteer help so often, teams must train each employee how to provide great service and how that service plays an important role in customer retention (Keele, 1994).
Our study is an early effort to apply the RATER model to a professional sport service setting. In doing so, we adapted a scale to work within a sport service environment and tested it. The results establish a link between key predictor variables, the five dimensions of SERVQUAL, and vital organizational outcomes. To some extent, the results are consistent with the literature examining the relative importance of the five dimensions in predicting service experience outcome variables. Previous research has demonstrated the relative importance of the Reliability, Assurance, and Tangibles dimensions in predicting the service experience (Parasuraman et al., 1988). In this research effort, the Reliability, Tangibles, and Responsiveness dimensions were significant predictors of satisfaction with the sport service experience; Reliability, Tangibles, and Responsiveness were also significant predictors of behavioral intentions. The finding that Responsiveness—instead of Assurance—is a significant predictor of satisfaction and future behavioral intentions seems to indicate that prompt service at a sporting event is essential, perhaps more than the professional sport firm realizes.

Benchmarking sport service quality and key predictors is a possible next step. Replicating the survey and methodology across sport organizations could allow for valid and reliable comparisons previously not witnessed.
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UNEMPLOYMENT AND UNDEREMPLOYMENT IN AFGHANISTAN
Muhammad Masum, Towson University

ABSTRACT
Unemployment estimates on Afghanistan by various organizations widely varied, between 3.4% by C.S.O, and ADB for years 2000 to 2004, and 40% by ANDS for 2008. C.S.O continued to use the same LFPR as observed in 1979 Population Census to estimate Afghanistan’s labor force for later years. Over the last 3 decades, however, Afghanistan went through more than two decades of devastating war causing massive dislocation of population, and half a decade of Taliban rule that debarred women to work outside their homes, which significantly influenced LFPR. The economic system also changed from that of centralized planning under socialism, to that of market economy, with changing roles of government. All these developments had profound implications for labor market outcomes for Afghanistan. Since the poor cannot afford the luxury of remaining unemployed for too long, open unemployment rate for Afghanistan might remain low, but underemployment in terms of time, income and recognition dimension significantly increased over the recent past as growth in output and employment, particularly in the formal sector fell far short of growth in labor force. A comprehensive labor force survey needs to be implemented as soon as possible to generate data on LFPR, employment status, and multiple dimensions of employment to serve as a basis for an appropriate employment policy and strategy for Afghanistan.

1.0 Introduction
Afghanistan is a landlocked, mountainous, poor developing country strategically located on the historic silk route connecting South Asia, Central Asia and the Middle East. For a long time, it served as a buffer state between the Russian and the British empires. During the cold war era, by maintaining neutrality, it was able to mobilize substantial foreign aid from both USA and the former USSR, and other countries, to develop her basic infrastructure. After overthrow of monarchy, in 1973, Afghanistan became a republic. In 1978, a pro-Soviet military coup brought Peoples’ Democratic Party of Afghanistan to power which changed the economic system from mixed economy to that of a command economy with the state taking responsibility of conducting all economic activities utilizing all human resources available within the country. In rural areas, after implementing radical land reforms, production was organized on the basis of cooperatives that employed all rural human resources. The urban human resources were similarly employed either in government service or in state owned enterprises. The problem of unemployment, therefore, hardly existed. Implementation of land reforms, however, antagonized the powerful landed aristocracy who rose in revolt. To crush them, in 1979, Soviet help was sought which led to direct Soviet military involvement in Afghanistan against which developed a resistance movement led by the Mujahedins. The protracted war ultimately led to withdrawal of the Soviet forces in 1989, and collapse of the pro-Soviet regime in 1992, but peace remained elusive due to infighting between the Mujahedin leaders. In 1996, Talibans captured power. Although they were largely successful in restoring peace within the country their policies invited foreign intervention which led to their overthrow in 2001. Since then, Afghanistan, after more than two decades of protracted war that shattered her physical and socio-economic infrastructure, that caused roughly one quarter of her total population seeking refuge in foreign countries, has been engaged in rehabilitating her economy adopting a new economic system, that of market economy, under a democratic leadership, with generous financial and technical assistance from the international community. Afghanistan National Development Strategy (ANDS), a medium-term (2008-13) development plan has also been formulated. ANDS identifies unemployment and
underemployment as the key issue that needs to be addressed in Afghanistan. This paper, based on available evidences, attempts to throw some light on the employment situation in Afghanistan. A critical review of various estimates of unemployment rate in Afghanistan has been presented in Section 2. Based on certain assumptions, an attempt has been made to estimate the labor force in Afghanistan, presented in Section 3. Section 4 throws some light a few characteristics of the employed labor force and the nature of employment. Based on sectoral GDP growth rates and changes in employment, Section 5 comments on possible changes in employment situation in Afghanistan. Section 6 presents the concluding observations.

2.0 Unemployment Statistics on Afghanistan: A critical Review

In drawing a picture on employment situation of Afghanistan as at present, the greatest problem encountered, is, the lack of relevant and reliable data. The latest available population census of Afghanistan is of 1979 vintage, and there has never been any labor force survey, which generally is the primary source of most employment related data for any country. In various publications on Afghanistan, however, one may come across a number of unemployment estimates, ranging from 3.4% in 2004 (Asian Development Bank: Key Indicators of Developing Asian and Pacific Countries, 2007, p.160) to 40% in 2008 [Islamic Republic of Afghanistan: Afghanistan National Development Strategy (2008-2013) p. 40]. The above ADB publication also provides information on the size of the Afghan labor force for different years, the distribution of the employed labor force by sectors, and the annual change in labor force as given in Table 1 (all tables are presented in an appendix at the end of the article).

A close look at Table 1 reveals the following: Other than the population figures, which were possibly drawn from other sources, all other estimates regarding employment rate, unemployment rate, shares of different sectors in employed labor force, for years 2002-2004, were definitely not based on actual data, but were derived using certain assumptions which too seem rather unrealistic. Moreover, there exist certain serious conceptual problems. Labor force data presented in Table 1 refers to the entire population between ages 10 to 59, which is at variance with internationally accepted definition of labor force. Industry’s share in the labor force also seems to be distorted as quite a few sub-sectors which do not belong to industry were lumped under it.

Similar problems characterize employment data presented in publications of many other organizations as well.

International organizations like ADB or World Bank generally draw their data from national government statistical agencies. So, the source of any weakness of these employment statistics used and presented by these organizations in their publications can be traced to weaknesses of the respective national statistical agencies. Visiting the website of Central statistics Office (C.S.O) of Afghanistan, a table on Manpower (not available in the published document of C.S.O titled, “Afghanistan Statistical Yearbook, 2007”) could be downloaded (Table 2 in the appendix).

A careful study of Table 2, with clarifications from the concerned official of C.S.O. revealed that:

1. The population and labor force characteristics of Afghanistan as reflected in the 1979 Population Census still serve as the basis of estimating the labor force in Afghanistan. LFPR for the entire population at 38%, [78.6% for the population in the working age (15-59) group] as observed in 1979 were applied to population estimates of subsequent years to determine the size of the labor force, called employable population in the table.

2. Of the employable population, although 92.7% were categorized as ‘employed’ in 1979, the corresponding figures for all the years from 2000 to 2002, were shown uniformly at 96.6%, the same figure cited by ADB, for 2004 as well.
3. Undistributed employees as mentioned in the table possibly referred to the unemployed, the corresponding unemployment rates for the above years being 7.3% for 1979, and 3.4%, for all the years, 2000 to 2004.

In 1979, when the population census was undertaken, Afghanistan was under communist rule. All able bodied men and women in the working age group other than full time students, and housewives, were expected to work. The government was responsible for finding job opportunities for all. All these factors accounted for an exceptionally high LFPR of 78.6% for Afghanistan, similar to other socialist countries in those days, which was in sharp contrast to LFPRs prevailing in the neighboring countries. In 1980, LFPRs in Pakistan and India were 58.0% and 62.4% respectively (ILO, 2008). Since then, millions of gallons of water have flowed through Amu Dariya. The people of Afghanistan experienced war for more than two decades with devastating consequences on their lives and living. Millions were uprooted from their homes. In search of greater security, some moved to other parts of the country, became internally displaced persons (IDPs), while others took refuge in the neighboring countries and became refugees. Under the Taliban regime that lasted for half a decade, from 1996 to 2001, the women were debarred from working outside their homes. At the end of the war, since 2001, the economy has been gradually returning to normalcy, but under a totally different economic system where private sector operating under market mechanism is expected to play the lead role with the government serving as a facilitator and a regulator, with no direct involvement in the provision of goods and services other than the public goods. All these developments definitely had significant influence on LFPR of the country, and continuing to use the 1979 LFPR to estimate the current size of Afghan labour force, does not make much sense.

Mentioned earlier, as the poor hardly can afford the luxury of remaining unemployed for too long, open unemployment rate, for most low income developing countries, are generally low. In the World Development Report 2007, for Afghanistan, the World Bank puts forward, an unemployment rate of 3.9% for the age group 25-49, and 7.5% for the age group 15-24 (6.0% for males and 12.8% for females) for the year 2003. The above rates are not significantly different from her South Asian neighbors as shown in Table 5.

“Afghanistan: Labor Market Information Survey”, was conducted in 2003 by International Rescue Committee in association with the Ministry of Labor and Social Affair. It came up with certain interesting findings such as, overall unemployment rate in Afghanistan was estimated at 32%, varying from, 42% in the Central Region to 31% in the Northern Region, 29% in Eastern Region, and 26% in Western Region. Unemployment rate also observed to widely vary by age group, from 26% in the age group 16-25 to 42% in the age group, 45-60. The rate of underemployment (based on time utilized) was also estimated. For the country as a whole it stood at 33%, with considerable seasonal variation particularly for rural areas, in the range of 44% in winter to 20% in summer. The above estimates, however, were not based on actual data collected at the level of individual households. They simply reflected the perception of community leaders surveyed. “The shora’s were surveyed as to their estimation of unemployment rate amongst their communities”(IRC, 2003 p. 69). The above estimates, therefore, carry little significance for policy purposes, but they clearly indicate to wide regional variation and seasonal fluctuation, in the incidence of unemployment and underemployment, particularly for rural areas of Afghanistan.

3.0: Labor Force in Afghanistan: An Estimate

In the absence of any current actual age-sex-specific LFPR data for Afghanistan, until such data can be generated by a labor force survey, an alternative approach towards constructing labor force data for Afghanistan, could possibly be, application of age-sex-specific LFPRs of neighboring countries with more or less similar characteristics, to Afghan population figures in corresponding age-sex groups.
Afghanistan is a multi-racial, multi-ethnic country, with concentrations of different racial and ethnic groups in its different regions. Each ethnic group has its unique socio-cultural practices that influence its LFPR e.g. “Women in the eastern, central, northern and western parts of the country from non-Pashtun backgrounds… work more than women in the Pashtun areas in the South” (Ministry of Women Affairs- UNIFEM, 2008 p. 31). The major ethnic groups in Afghanistan being the Pashtuns and the Tajiks, it was considered reasonable to use LFPRs of Pakistan, the home of many Pashtuns, and Tajikistan, the home land of most of the Tajiks, to make two separate estimates of labor force for Afghanistan, presented below in Tables 3 and 4 respectively.

Table 3: Unemployment Rates: Afghanistan and Selected South Asian Countries

<table>
<thead>
<tr>
<th>Countries</th>
<th>By Age-Group</th>
<th>By Gender, for the age-group 15-24</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15-24</td>
<td>25-49 Male</td>
</tr>
<tr>
<td>Afghanistan</td>
<td>7.5</td>
<td>3.9</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>4.1</td>
<td>1.1</td>
</tr>
<tr>
<td>India</td>
<td>8.1</td>
<td>1.6</td>
</tr>
<tr>
<td>Pakistan</td>
<td>10.4</td>
<td>4.4</td>
</tr>
</tbody>
</table>


Considering the socio-cultural similarity between southern and eastern regions of Afghanistan to Pakistan, and that of the northern region to Tajikistan, one may even consider taking a weighted average of the two estimates to derive an estimate of the labor force for Afghanistan. If equal weights are assigned to the above two estimates, the size of the labor force of Afghanistan for 2005 works out to be 6.84 million.

If there is no change in age-sex-specific LFPR, and population continues to grow for all age-sex groups by the same rate, (none of the above assumptions, however, are quite realistic in deed) labor force growth rate will match the population growth rate, which for Afghanistan has been estimated by UNFPA at 3.5% per annum for the period 2005-2010 (UNFPA: State of the World Population, 2007). Applying the above growth rate on the labor force for 2005, estimated earlier, the labor force of Afghanistan for 2008 can be estimated at 7.58 million, growing at 3.5% per annum which implies that there is a need to create an additional 265.3 thousand productive job opportunities in the current year itself, just to cater to the employment needs of the new entrants to the labor market, not to speak of addressing the problem of unemployment and underemployment prevailing at present.

4.0 Characteristics of Employed Labor Force and Nature of Employment:

In the absence of a labor force survey, let us dive deep into the Report on the National Risk and Vulnerability Assessment (NRVA) Survey of 2005, the first ever nationally representative sample survey on Afghanistan, based on an appropriate sampling frame, conducted in recent times, to extract all relevant information that may throw some light on the multiple dimensions of employment of rural, urban and kuchi (nomadic) population of Afghanistan.

NRVA 2005, the second of its kind, conducted between June and August of 2005, is a national survey covering 30,822 households (23,220 rural, 5867 urban and 1735 kuchi) scientifically drawn, using appropriate sampling frame, from all 34 provinces (34 provincial rural domains, 10 urban domains and one aggregated domain for the Kuchi population). Relevant data, however, were collected not from all individuals (aged 6 or more) belonging to a household, as was done in case of NRVA 2003, but from male household heads/respondents mostly for income related data (14 in number), and from female respondents, mostly for food consumption/health related data (4 in number). The
above procedure, no doubt, contributed to ease in the collection of data, but necessary details, relevant for analyzing different aspects of employment, however, got lost.

Analyzing Tables 6-8, which show the relative contributions made by different economic activities to household income at different levels, national, provincial, rural and urban, we can draw the following conclusions:

1. For the country as a whole, agricultural activities (crop production including poppy cultivation, horticulture and livestock) have been reported by 74% of households as their income source.

2. For rural areas, for obvious reasons, the above percentage has been much larger, at 87.

3. Even in urban areas, 10% of households reported agricultural activities.

4. In several provinces, such as Nuristan, and Bamyan, agriculture has been reported by as many as 88% and 86% households respectively as their income source. In Nuristan 88% of the households also reported livestock as their income source. The implication is that in some provinces, most of the households pursue crop production and livestock side by side.

5. In 2005, out of 34 provinces, in 24 provinces, households were engaged in opium, but their total number was not significantly large, 4% for the country as a whole.

6. In Hilmand province, however, 41% of all households were engaged in opium.

7. Livestock is a major economic activity for a high proportion of households in many provinces.

8. At the national level, only 5% of households reported manufacturing as an income source. Only in 3 provinces, more than 10% of households reported manufacturing as an economic activity. The provinces were, Jawzjan (25%), Faryab(15%) and Balkh (12%).

9. One third of all households reported non-farm labour; and 27% reported trade and services.

10. In Kabul, for obvious reasons, the highest percentage of households, 53%, reported trade and services as their sources of income.

11. At the national level, 5% of the households reported remittances as their income source, which indicate to the importance of migration, both within, and out side the country.

To cope with risks and vulnerability that the Afghans have to confront every now and then, many Afghan households try to diversify their sources of income, which imply that the household members allocate their time to more than one activity; and different members of the same household engage themselves in different activities. At the national level, 55% of all households had a single income source (one of the eight sources mentioned earlier) while the rest of the households had two or more income sources. Of all households receiving their income from a single source, 29% received their income from trade and services, 29% from agriculture, 9% from livestock, and 26% from non-farm labor. Of the 35% of Afghan households which had two sources of income, the most common combination of income sources were, agriculture with (a)non-farm activities (22%), (b) livestock (22%) or (c) trade and services (11%). Households in the urban areas were more likely to combine trade and services with (a) non-farm labour (26%), (b) manufacture (15%) or (c) agriculture. The Kuchis were more likely to combine livestock with (a) non-farm activities (39%), (b) trade and services (10% and ( c) agriculture (NRVA, 2005 p.79).
Having discussed the importance of different economic activities as sources of household income, let us try to find out from NRVA data, how much income did these economic activities generate which will throw some light on the income dimension of employment.

Forty-four percent of Afghan households perceived themselves as food insecure to different degree. The corresponding figures for rural, urban and Kuchi households, in 2005, according to NRVA, were, 48%, 28% and 40% respectively. Percentage of population below the poverty line, with calorie intake less than the minimum recommended, were 30% for the nation as a whole, 31% for the urban population, 30% for rural population, and 24% for the Kuchi population. The above percentages were particularly high for the rural population of Nimroz (71%), and Daykundi (52%).

5.0 Sectoral GDP Growth Rates and Changes in Employment

A study of the composition of output of Afghanistan, and how it changed over the recent past, can shed some light on the changes taking place in the Afghan labor market.

In the absence of a labor force survey, it is difficult to ascertain the sectoral composition of the employed labor force in Afghanistan. The NRVA 2005 mentions of different income sources for urban, rural and Kuchi population of Afghanistan, but from the data it has generated, it is not possible ascertain what percentage of labor force have which particular activity as their major economic activity generating maximum income.

Different official documents present different sets of data, say, for example, for the share of agriculture in employed labour force of Afghanistan. Even the same document might mention different figures in the same chapter. Under the above circumstances, it might be reasonable to use the data regarding sectoral composition of employed labor force of Afghanistan, as provided in a published document by a respectable organization such as, the World Bank, as the starting point, and comment on changes that have taken place in the structure of output and employment in the light of Table 9.

In 2003, contributing an estimated 53% to GDP (excluding drugs), agriculture(crop, livestock, forestry and fishery), according to World Bank, accounted for 67% of the employed labor force in Afghanistan. (World Bank, 2005 p.91). The same document mentions, “Afghanistan possesses a rudimentary manufacturing base with most factories in Kabul and a few major cities such as Herat and Mazar-i-Sharif. A significant component of current manufacturing is in traditional activities, such as carpet weaving, dried fruit production and processing, and other small scale activities.” (World Bank, 2005 p.72). In that year, manufacturing’s contribution to GDP (including opium) was, 9% (World Bank, p.7) or around 14% of non-opium GDP. Mining’s contribution being negligible, it may reasonably be assumed that industry’s (manufacturing and mining) contribution to employment would be around 10%. That means, the share of services sector would have been around 23% total employment in that year. According to C.S.O., in 2002, in public services, 207 thousand were employed. State enterprises employed another 116 thousand (Table 2). More than 2000 NGOs working largely in the areas of health, education and provision of humanitarian services had over 10000 employees in Afghanistan. (World Bank, 2005 p.73).

Having drawn a sketch of sectoral distribution of employed labour force as it existed in

Afghanistan around 2002/2003, let us now make some observations on possible changes that might have taken place in the employment structure of Afghanistan since then in the light of output data presented in Table 9, and other relevant statistics drawn from different sources.

Over 2002/03-2006/07 period, one may observe significant fluctuation in the agricultural output, particularly in cereal and livestock production, with a steady output level produced by horticulture, which implied that horticultural output was less vulnerable to changes in climatic factors compared to cereals and livestock.
Manufacturing output, with a concentration of food, beverage, and tobacco, steadily grew at a high rate since 2003/04, with total output increasing from 28 to 48 billion Afghanis between 2003/04 and 2006/07.

Construction sector recorded a boom. Value added in this sector increased from 12 to 32 billion Afghanis between 2003/04 and 2006/07.

Within the services sector, high rates of growth were achieved by hotels and restaurants; transport and storage; post and communication; financial services, personal, community and social services; government and other services.

Given the above growth rates in output experienced in different sectors, let us now focus on their employment implications.

Employment in the formal private sector enterprises, registered with Afghanistan Investment Support Agency (AISA), is presented in Table 10.

Afghan Investment Support Agency (AISA), however, feels that the employment data shown in Table 10 might have been understated to evade income tax. It however, points out that compared to earlier years, with greater access to capital, many firms switched to higher level of capital intensity, particularly for projects in the construction sector. That might have contributed to creation of less employment opportunities in subsequent years.

High rate of growth in hotels and restaurants might have generated some additional employment.

Employment in government service in 2006-07 was 304881 (C.S.O. 2006). It is not however clear whether the above figure includes employees of state owned enterprises (SOEs) which previously were shown separately. If the above figure includes employees of SOEs, despite increase in value added in government services resulting possibly from pay scale revision and implementation of PRR, total employment in government service (including SOEs) might have decreased.

Employment by NGOs, however, registered an increase. According to the Ministry of Economy with which all NGOs (local and foreign) operating in Afghanistan need to register, NGOs (12014 local and 311 foreign) in Afghanistan, employed a total of 69,155 persons in 2008, of whom 2,083 were foreigners. It may, however, be mentioned that a number of basic services in health and education which were the primary responsibility of the government, are now being delivered by NGOs in Afghanistan.

The above rates of employment growth in various sectors of Afghan economy can hardly match the labor force growth experienced by the Afghan economy. The obvious implication is that there might have been an increase in open unemployment rate for the country, but higher rates of economic growth achieved in most sectors over this period would definitely be reflected in improvements in different dimensions of employment of certain socio-economic groups, while for others, the situation might have remained unchanged, or even worsened.

6.0 Concluding Observations

As no labor force survey was ever undertaken in Afghanistan, there do not exist at present any reliable labor statistics on Afghanistan. In order to have accurate data on the size of the labor force, its age-sex-structure, rural-urban distribution; level of employment, income, and productivity; employment status, nature of employment etc., a comprehensive labor force survey should be undertaken as soon as possible under the auspices of the Ministry of Labor in collaboration with CSO, and NRVA; with technical assistance from ILO; and funding from donors.

In order to effectively address the problem of child labor, particularly its hazardous forms, for collection of relevant information at the national level, the above labor force survey should also have a component on child labor.
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### APPENDIX

**Table 1: Labor Force of Afghanistan: ADB**

(thousand; fiscal year beginning 21 March)

<table>
<thead>
<tr>
<th></th>
<th>1990</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Labor Force</strong>a</td>
<td>6120 (100)</td>
<td>7707 (100)</td>
<td>7857 (100)</td>
<td>8230 (100)</td>
</tr>
<tr>
<td><strong>Employed</strong></td>
<td>5914 (96.63)</td>
<td>7447 (96.63)</td>
<td>7592 (96.63)</td>
<td>7953 (96.63)</td>
</tr>
<tr>
<td><strong>Agriculture</strong></td>
<td>4115 (69.58)</td>
<td>5181 (69.57)</td>
<td>5282 (69.57)</td>
<td>5534 (69.58)</td>
</tr>
<tr>
<td><strong>Industry</strong></td>
<td>905 (15.30)</td>
<td>362 (4.86)</td>
<td>369 (4.86)</td>
<td>387 (4.87)</td>
</tr>
<tr>
<td><strong>Others</strong></td>
<td>894 (15.12)</td>
<td>1904 (25.57)</td>
<td>1941 (25.57)</td>
<td>2033 (25.56)</td>
</tr>
<tr>
<td><strong>Unemployed and unclassified</strong></td>
<td>206</td>
<td>260</td>
<td>265</td>
<td>277</td>
</tr>
<tr>
<td><strong>Unemployment rate (%)</strong></td>
<td>3.0</td>
<td>3.4</td>
<td>3.4</td>
<td>3.4</td>
</tr>
<tr>
<td><strong>Labor force annual change, %</strong></td>
<td>1.9</td>
<td>1.9</td>
<td>1.9</td>
<td>4.6</td>
</tr>
</tbody>
</table>

Note: a: “The labor force data include the population between ages 10–59 years. Employed refers to the productive and non-productive sectors. The productive sector includes agriculture and industry (manufacturing, mining, small scale industries and handicrafts, construction and geology, and transport and communications). The nonproductive sector refers to other employed which include education and health, government departments, and public service.”

### Table 2: Afghan Manpower: C.S.O.

<table>
<thead>
<tr>
<th></th>
<th>Unit 1979</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1358</td>
<td>1379</td>
<td>1380</td>
<td>1381</td>
</tr>
<tr>
<td>Population permanent (excl. Nomad)</td>
<td>13051.4</td>
<td>19532.7</td>
<td>19910.9</td>
<td>20297.8</td>
</tr>
<tr>
<td>Population ready to work (15-59)</td>
<td>6333.6</td>
<td>9431.1</td>
<td>9613.7</td>
<td>9800.5</td>
</tr>
<tr>
<td>Number of Human forces</td>
<td>4955.3</td>
<td>7416.6</td>
<td>7560.2</td>
<td>7707.1</td>
</tr>
<tr>
<td>Employable population</td>
<td>% 38.0</td>
<td>38.0</td>
<td>38.0</td>
<td>38.0</td>
</tr>
<tr>
<td>Human forces in population who can work</td>
<td>% 78.2</td>
<td>78.6</td>
<td>78.6</td>
<td>78.6</td>
</tr>
<tr>
<td>Human forces who are working</td>
<td>4591.9</td>
<td>7166.6</td>
<td>7305.4</td>
<td>7447.3</td>
</tr>
<tr>
<td>Above figure in Human forces</td>
<td>% 92.7</td>
<td>96.6</td>
<td>96.6</td>
<td>96.6</td>
</tr>
<tr>
<td><strong>Active population in production, trade</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>transport &amp; communication</td>
<td>4073.5</td>
<td>6083.1</td>
<td>6200.9</td>
<td>6321.4</td>
</tr>
<tr>
<td>Agriculture, forest, livestock</td>
<td>3515.6 (76.56)</td>
<td>49.86.1</td>
<td>5082.6</td>
<td>5181.4</td>
</tr>
<tr>
<td>Active population in productive sector</td>
<td>% 81.4</td>
<td>82.0</td>
<td>82.0</td>
<td>82.0</td>
</tr>
<tr>
<td>Government sector</td>
<td>19.7</td>
<td>27.2</td>
<td>27.7</td>
<td>28.3</td>
</tr>
<tr>
<td>Industries including mining</td>
<td>231.8 (5.05)</td>
<td>348.6</td>
<td>355.3</td>
<td>362.2</td>
</tr>
<tr>
<td>People not in field of product</td>
<td>% 5.7</td>
<td>5.7</td>
<td>5.7</td>
<td>5.7</td>
</tr>
<tr>
<td>In Government and private sector</td>
<td>48.6</td>
<td>85.1</td>
<td>86.8</td>
<td>88.5</td>
</tr>
<tr>
<td>Construction sector</td>
<td>64.4</td>
<td>94.9</td>
<td>96.7</td>
<td>98.6</td>
</tr>
<tr>
<td>of which: Government project</td>
<td>47.1</td>
<td>76.6</td>
<td>78.0</td>
<td>79.6</td>
</tr>
<tr>
<td>Transport and communication</td>
<td>110.6</td>
<td>163.1</td>
<td>166.3</td>
<td>169.5</td>
</tr>
<tr>
<td>of which : public enterprises</td>
<td>13.6</td>
<td>53.1</td>
<td>54.2</td>
<td>55.2</td>
</tr>
<tr>
<td>Commerce</td>
<td>351.1</td>
<td>490.4</td>
<td>499.9</td>
<td>509.6</td>
</tr>
<tr>
<td>of which : public enterprises</td>
<td>31.0</td>
<td>59.2</td>
<td>60.6</td>
<td>61.8</td>
</tr>
<tr>
<td>Labor forces in other services</td>
<td>518.4</td>
<td>1083.6</td>
<td>1104.5</td>
<td>1126.0</td>
</tr>
<tr>
<td>Education</td>
<td>47.2</td>
<td>72.8</td>
<td>74.5</td>
<td>76.0</td>
</tr>
<tr>
<td>Public Health</td>
<td>13.2</td>
<td>20.9</td>
<td>21.4</td>
<td>21.8</td>
</tr>
<tr>
<td>Information &amp; Culture</td>
<td>6.2</td>
<td>19.7</td>
<td>9.9</td>
<td>10.1</td>
</tr>
<tr>
<td>Government Institutions</td>
<td>100.6</td>
<td>151.2</td>
<td>154.2</td>
<td>157.2</td>
</tr>
<tr>
<td>Public Services</td>
<td>129.4</td>
<td>199.8</td>
<td>203.6</td>
<td>207.6</td>
</tr>
<tr>
<td>Other fields</td>
<td>221.9</td>
<td>629.1</td>
<td>641.3</td>
<td>653.8</td>
</tr>
<tr>
<td>Undistribution Employees</td>
<td>363.5</td>
<td>249.9</td>
<td>254.8</td>
<td>259.7</td>
</tr>
<tr>
<td>Labor forces in other services</td>
<td>% 7.3</td>
<td>3.4</td>
<td>3.4</td>
<td>3.4</td>
</tr>
<tr>
<td>Population who are busy around the houses (15-59)</td>
<td>2747.3 (4.34)</td>
<td>4165.0</td>
<td>4245.7</td>
<td>4328.2</td>
</tr>
</tbody>
</table>

Source: Website of C.S.O. Afghanistan
Table 4: An Estimate of the Labor Force of Afghanistan, 2005, using Pakistan’s Age-Sex-Specific LFPR

<table>
<thead>
<tr>
<th>Age-group</th>
<th>Male Population</th>
<th>Male LFPR</th>
<th>Male Labor Force</th>
<th>Female Population</th>
<th>Female LFPR</th>
<th>Female Labor Force</th>
<th>Total Labor Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>15+</td>
<td>6247611</td>
<td>83.2</td>
<td>5198012</td>
<td>5816770</td>
<td>32.6</td>
<td>1896267</td>
<td>7094279</td>
</tr>
<tr>
<td>15-24</td>
<td>2058316</td>
<td>70.8</td>
<td>1457288</td>
<td>1730713</td>
<td>22.5</td>
<td>389410</td>
<td>1846698</td>
</tr>
<tr>
<td>25-34</td>
<td>1196043</td>
<td>95.7</td>
<td>1144613</td>
<td>1423777</td>
<td>42.3</td>
<td>602258</td>
<td>1746871</td>
</tr>
<tr>
<td>35-54</td>
<td>1898824</td>
<td>96.2</td>
<td>1826669</td>
<td>1855868</td>
<td>40.6</td>
<td>753482</td>
<td>2580151</td>
</tr>
<tr>
<td>55-64</td>
<td>595075</td>
<td>80.6</td>
<td>479630</td>
<td>451806</td>
<td>32.5</td>
<td>146837</td>
<td>626467</td>
</tr>
<tr>
<td>65+</td>
<td>499353</td>
<td>47.7</td>
<td>238191</td>
<td>354606</td>
<td>18.2</td>
<td>64538</td>
<td>302729</td>
</tr>
</tbody>
</table>

Note: Age-sex-specific LFPRs of Pakistan for 2005 have been used.


Table 5: An Estimate of the Labor Force of Afghanistan, 2005 using Tajikistan’s Age-Sex-Specific LFPR

<table>
<thead>
<tr>
<th>Age-group</th>
<th>Male Population</th>
<th>Male LFPR</th>
<th>Male Labor Force</th>
<th>Female Population</th>
<th>Female LFPR</th>
<th>Female Labor Force</th>
<th>Total Labor Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>15+</td>
<td>6247611</td>
<td>62.3</td>
<td>3892262</td>
<td>5816770</td>
<td>46.3</td>
<td>2693165</td>
<td>6585427</td>
</tr>
<tr>
<td>15-24</td>
<td>2058316</td>
<td>37.5</td>
<td>771869</td>
<td>1730713</td>
<td>31.2</td>
<td>539982</td>
<td>1311851</td>
</tr>
<tr>
<td>25-34</td>
<td>1196043</td>
<td>87.5</td>
<td>1046538</td>
<td>1423777</td>
<td>61.9</td>
<td>881318</td>
<td>1927856</td>
</tr>
<tr>
<td>35-54</td>
<td>1898824</td>
<td>88.1</td>
<td>1672864</td>
<td>1855868</td>
<td>67.1</td>
<td>1245287</td>
<td>2918151</td>
</tr>
<tr>
<td>55-64</td>
<td>595075</td>
<td>52.8</td>
<td>314200</td>
<td>451806</td>
<td>18.4</td>
<td>83132</td>
<td>397332</td>
</tr>
<tr>
<td>65+</td>
<td>499353</td>
<td>6.1</td>
<td>30461</td>
<td>354606</td>
<td>3.4</td>
<td>12057</td>
<td>42518</td>
</tr>
</tbody>
</table>

Note: Age-sex-specific LFPRs of Tajikistan for 2005 have been used

### Table 6: Sources of Income Reported by All Households (%) by Province

<table>
<thead>
<tr>
<th>Provinces</th>
<th>Agriculture</th>
<th>Livestock</th>
<th>Opium</th>
<th>Trade and Services</th>
<th>Manufacture</th>
<th>Non-farm labor</th>
<th>Remittances</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Badakhshan</td>
<td>55</td>
<td>24</td>
<td>7</td>
<td>32</td>
<td>4</td>
<td>29</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Badghis</td>
<td>59</td>
<td>51</td>
<td>1</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>Baghlan</td>
<td>45</td>
<td>21</td>
<td>4</td>
<td>30</td>
<td>7</td>
<td>29</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Balkh</td>
<td>42</td>
<td>20</td>
<td>9</td>
<td>34</td>
<td>12</td>
<td>28</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Bamyan</td>
<td>86</td>
<td>36</td>
<td>0</td>
<td>8</td>
<td>1</td>
<td>47</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Daykundi</td>
<td>71</td>
<td>16</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>30</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Farah</td>
<td>50</td>
<td>26</td>
<td>2</td>
<td>21</td>
<td>1</td>
<td>25</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Faryab</td>
<td>53</td>
<td>27</td>
<td>3</td>
<td>25</td>
<td>15</td>
<td>31</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Ghazni</td>
<td>57</td>
<td>49</td>
<td>0</td>
<td>17</td>
<td>2</td>
<td>28</td>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>Ghor</td>
<td>56</td>
<td>16</td>
<td>2</td>
<td>7</td>
<td>2</td>
<td>40</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Hilmand</td>
<td>69</td>
<td>26</td>
<td>41</td>
<td>26</td>
<td>0</td>
<td>20</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Hirat</td>
<td>36</td>
<td>20</td>
<td>0</td>
<td>21</td>
<td>4</td>
<td>46</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Jawzjan</td>
<td>48</td>
<td>18</td>
<td>1</td>
<td>37</td>
<td>25</td>
<td>37</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Kabul</td>
<td>11</td>
<td>3</td>
<td>0</td>
<td>53</td>
<td>6</td>
<td>27</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Kandahar</td>
<td>28</td>
<td>8</td>
<td>4</td>
<td>29</td>
<td>2</td>
<td>34</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Kapisa</td>
<td>62</td>
<td>19</td>
<td>0</td>
<td>32</td>
<td>2</td>
<td>36</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>Khost</td>
<td>46</td>
<td>38</td>
<td>1</td>
<td>45</td>
<td>4</td>
<td>25</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Kunarha</td>
<td>74</td>
<td>48</td>
<td>1</td>
<td>33</td>
<td>2</td>
<td>28</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>Kunduz</td>
<td>66</td>
<td>27</td>
<td>0</td>
<td>28</td>
<td>6</td>
<td>15</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Laghman</td>
<td>29</td>
<td>17</td>
<td>0</td>
<td>36</td>
<td>0</td>
<td>39</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>Logar</td>
<td>31</td>
<td>32</td>
<td>1</td>
<td>26</td>
<td>2</td>
<td>46</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Nangarhar</td>
<td>48</td>
<td>14</td>
<td>4</td>
<td>31</td>
<td>1</td>
<td>38</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Nimroz</td>
<td>14</td>
<td>26</td>
<td>0</td>
<td>32</td>
<td>1</td>
<td>17</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>Nuristan</td>
<td>88</td>
<td>88</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>14</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Paktika</td>
<td>65</td>
<td>40</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>48</td>
<td>21</td>
<td>0</td>
</tr>
<tr>
<td>Paktya</td>
<td>59</td>
<td>44</td>
<td>0</td>
<td>19</td>
<td>2</td>
<td>49</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>Panjsher</td>
<td>38</td>
<td>37</td>
<td>0</td>
<td>29</td>
<td>1</td>
<td>51</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Parwan</td>
<td>39</td>
<td>19</td>
<td>1</td>
<td>27</td>
<td>4</td>
<td>45</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Samangan</td>
<td>36</td>
<td>15</td>
<td>1</td>
<td>17</td>
<td>8</td>
<td>28</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Sar-i-pul</td>
<td>75</td>
<td>21</td>
<td>1</td>
<td>13</td>
<td>6</td>
<td>45</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Takhar</td>
<td>60</td>
<td>18</td>
<td>3</td>
<td>23</td>
<td>4</td>
<td>38</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Uruzgan</td>
<td>40</td>
<td>38</td>
<td>5</td>
<td>14</td>
<td>2</td>
<td>18</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>Wardak</td>
<td>43</td>
<td>21</td>
<td>1</td>
<td>24</td>
<td>1</td>
<td>45</td>
<td>16</td>
<td>6</td>
</tr>
<tr>
<td>Zabul</td>
<td>50</td>
<td>20</td>
<td>4</td>
<td>16</td>
<td>5</td>
<td>37</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>National</td>
<td>47</td>
<td>23</td>
<td>4</td>
<td>27</td>
<td>5</td>
<td>33</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

Source: NRVA, 2005 p.130
Table 7: Sources of Income Reported by Rural Households (%) by Province

<table>
<thead>
<tr>
<th>Provinces</th>
<th>Agriculture</th>
<th>Livestock</th>
<th>Opium</th>
<th>Trade and Services</th>
<th>Manufacture</th>
<th>Non-farm labor</th>
<th>Remittances</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Badakhshon</td>
<td>56</td>
<td>21</td>
<td>7</td>
<td>32</td>
<td>4</td>
<td>28</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Badghis</td>
<td>65</td>
<td>45</td>
<td>0</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>Baghlan</td>
<td>54</td>
<td>24</td>
<td>3</td>
<td>26</td>
<td>8</td>
<td>30</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Balkh</td>
<td>61</td>
<td>29</td>
<td>12</td>
<td>21</td>
<td>11</td>
<td>25</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Bamyan</td>
<td>86</td>
<td>36</td>
<td>0</td>
<td>8</td>
<td>1</td>
<td>47</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Daykundi</td>
<td>71</td>
<td>16</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>30</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Farah</td>
<td>56</td>
<td>17</td>
<td>3</td>
<td>24</td>
<td>1</td>
<td>24</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Faryab</td>
<td>60</td>
<td>23</td>
<td>4</td>
<td>22</td>
<td>16</td>
<td>34</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Ghazni</td>
<td>60</td>
<td>47</td>
<td>0</td>
<td>18</td>
<td>2</td>
<td>29</td>
<td>19</td>
<td>7</td>
</tr>
<tr>
<td>Ghor</td>
<td>60</td>
<td>10</td>
<td>2</td>
<td>8</td>
<td>2</td>
<td>42</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Hilmand</td>
<td>70</td>
<td>25</td>
<td>41</td>
<td>26</td>
<td>0</td>
<td>20</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Hirat</td>
<td>48</td>
<td>23</td>
<td>0</td>
<td>11</td>
<td>6</td>
<td>50</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Jawzjan</td>
<td>67</td>
<td>16</td>
<td>1</td>
<td>26</td>
<td>31</td>
<td>38</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Kabul</td>
<td>41</td>
<td>8</td>
<td>0</td>
<td>31</td>
<td>5</td>
<td>40</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Kandahar</td>
<td>38</td>
<td>8</td>
<td>6</td>
<td>23</td>
<td>3</td>
<td>37</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Kapisa</td>
<td>62</td>
<td>18</td>
<td>0</td>
<td>32</td>
<td>2</td>
<td>35</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>Khost</td>
<td>45</td>
<td>36</td>
<td>1</td>
<td>45</td>
<td>5</td>
<td>24</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Kunarha</td>
<td>74</td>
<td>48</td>
<td>1</td>
<td>33</td>
<td>2</td>
<td>28</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>Kunduz</td>
<td>76</td>
<td>28</td>
<td>0</td>
<td>19</td>
<td>6</td>
<td>14</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Laghman</td>
<td>29</td>
<td>17</td>
<td>0</td>
<td>36</td>
<td>0</td>
<td>39</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>Logar</td>
<td>39</td>
<td>16</td>
<td>0</td>
<td>30</td>
<td>2</td>
<td>46</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>Nangarhar</td>
<td>55</td>
<td>14</td>
<td>4</td>
<td>28</td>
<td>1</td>
<td>40</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>Nimroz</td>
<td>16</td>
<td>11</td>
<td>0</td>
<td>38</td>
<td>1</td>
<td>21</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>Nuristan</td>
<td>88</td>
<td>88</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>14</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Paktika</td>
<td>66</td>
<td>39</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>48</td>
<td>21</td>
<td>0</td>
</tr>
<tr>
<td>Paktya</td>
<td>61</td>
<td>42</td>
<td>0</td>
<td>20</td>
<td>2</td>
<td>50</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td>Panjsher</td>
<td>41</td>
<td>27</td>
<td>0</td>
<td>33</td>
<td>1</td>
<td>47</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Parwan</td>
<td>43</td>
<td>12</td>
<td>1</td>
<td>30</td>
<td>4</td>
<td>49</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Samangan</td>
<td>37</td>
<td>15</td>
<td>1</td>
<td>17</td>
<td>8</td>
<td>29</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Sar-i-pul</td>
<td>75</td>
<td>20</td>
<td>1</td>
<td>13</td>
<td>6</td>
<td>45</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Takhar</td>
<td>65</td>
<td>19</td>
<td>3</td>
<td>20</td>
<td>4</td>
<td>39</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Uruzgan</td>
<td>42</td>
<td>37</td>
<td>5</td>
<td>14</td>
<td>2</td>
<td>16</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>Wardak</td>
<td>46</td>
<td>16</td>
<td>1</td>
<td>27</td>
<td>1</td>
<td>46</td>
<td>18</td>
<td>5</td>
</tr>
<tr>
<td>Zabul</td>
<td>52</td>
<td>15</td>
<td>4</td>
<td>17</td>
<td>4</td>
<td>38</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>National</td>
<td>57</td>
<td>25</td>
<td>5</td>
<td>21</td>
<td>4</td>
<td>34</td>
<td>6</td>
<td>5</td>
</tr>
</tbody>
</table>

Source: NRVA, 2005 p. 131
Table 8: Sources of Income Reported by Urban Households (%) by Province

<table>
<thead>
<tr>
<th>Provinces</th>
<th>Agriculture</th>
<th>Livestock</th>
<th>Opium</th>
<th>Trade and Services</th>
<th>Manufacture</th>
<th>Non-farm labor</th>
<th>Remittances</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baghlan</td>
<td>18</td>
<td>2</td>
<td>3</td>
<td>54</td>
<td>5</td>
<td>32</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Balkh</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>58</td>
<td>14</td>
<td>35</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Faryab</td>
<td>27</td>
<td>6</td>
<td>0</td>
<td>62</td>
<td>25</td>
<td>24</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Hirat</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>52</td>
<td>1</td>
<td>38</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Jawzjan</td>
<td>8</td>
<td>2</td>
<td>0</td>
<td>74</td>
<td>15</td>
<td>32</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Kabul</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>61</td>
<td>6</td>
<td>22</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>Kandahar</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>43</td>
<td>2</td>
<td>27</td>
<td>0</td>
<td>21</td>
</tr>
<tr>
<td>Kunduz</td>
<td>34</td>
<td>21</td>
<td>0</td>
<td>58</td>
<td>7</td>
<td>20</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Nangarhar</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>58</td>
<td>1</td>
<td>27</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Takhar</td>
<td>20</td>
<td>1</td>
<td>0</td>
<td>46</td>
<td>2</td>
<td>39</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td><strong>Urban</strong></td>
<td><strong>7</strong></td>
<td><strong>2</strong></td>
<td><strong>1</strong></td>
<td><strong>58</strong></td>
<td><strong>6</strong></td>
<td><strong>27</strong></td>
<td><strong>1</strong></td>
<td><strong>9</strong></td>
</tr>
</tbody>
</table>

Notes:

1. Agriculture refers to crop production for home consumption and sales of field crops; production and sales of cash crops (non-opium); production and sales of orchard products; and agricultural wage labour.
2. Livestock refers to livestock production for home consumption; shepherding; production and sale of livestock and associated products.
3. Opium income refers to production and sale of opium, and opium wage labour.
4. Trade and services refer to sales of prepared foods; salary/government job; small business; petty trade; cross border trade; firewood/charcoal sales; military service; taxi/transport; and rental income.
5. Manufacture refers to mills, handicrafts, carpet weaving; and mining.
6. Non-farm labour refers to other wage labour; and skilled labour.
7. Remittances refer to remittances from seasonal workers; remittances from family members living permanently away from home.
8. Others refer to pension; other military benefits; sale of food aid; begging/borrowing.
Table 9: Gross Domestic Product by Economic Activity at 2002/03 Constant Prices (million Afghanis)

<table>
<thead>
<tr>
<th>Sectors</th>
<th>2002/03</th>
<th>2003/04</th>
<th>2004/05</th>
<th>2005/06</th>
<th>2006/07</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>87610</td>
<td>102561</td>
<td>97534</td>
<td>104084</td>
<td>91541</td>
</tr>
<tr>
<td>Cereals and others</td>
<td>70144</td>
<td>84826</td>
<td>78441</td>
<td>85892</td>
<td>72750</td>
</tr>
<tr>
<td>Fruits</td>
<td>6035</td>
<td>6159</td>
<td>6319</td>
<td>6346</td>
<td>6708</td>
</tr>
<tr>
<td>Livestock</td>
<td>11431</td>
<td>11577</td>
<td>12774</td>
<td>11846</td>
<td>12083</td>
</tr>
<tr>
<td>Industry</td>
<td>38263</td>
<td>40612</td>
<td>53651</td>
<td>66448</td>
<td>80604</td>
</tr>
<tr>
<td>Mining and quarrying</td>
<td>264</td>
<td>256</td>
<td>493</td>
<td>580</td>
<td>639</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>29178</td>
<td>28341</td>
<td>34499</td>
<td>41211</td>
<td>47969</td>
</tr>
<tr>
<td>Food, beverage, &amp; tobacco</td>
<td>27659</td>
<td>26612</td>
<td>32493</td>
<td>38822</td>
<td>45227</td>
</tr>
<tr>
<td>Textile, wearing apparel &amp; leather</td>
<td>277</td>
<td>393</td>
<td>305</td>
<td>541</td>
<td>619</td>
</tr>
<tr>
<td>Wood &amp; wood product</td>
<td>29</td>
<td>35</td>
<td>84</td>
<td>84</td>
<td>96</td>
</tr>
<tr>
<td>Paper, paper product, printing, publishing</td>
<td>12</td>
<td>12</td>
<td>13</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>Chemicals, chem. Petroleum, coal, rubber, plastic</td>
<td>820</td>
<td>756</td>
<td>927</td>
<td>999</td>
<td>1149</td>
</tr>
<tr>
<td>Non-metallic mineral except petroleum &amp; coal</td>
<td>369</td>
<td>504</td>
<td>587</td>
<td>651</td>
<td>748</td>
</tr>
<tr>
<td>Metal basic</td>
<td>12</td>
<td>31</td>
<td>91</td>
<td>101</td>
<td>114</td>
</tr>
<tr>
<td>Electricity, gas and water</td>
<td>121</td>
<td>174</td>
<td>163</td>
<td>196</td>
<td>199</td>
</tr>
<tr>
<td>Construction</td>
<td>8700</td>
<td>11842</td>
<td>18495</td>
<td>24460</td>
<td>31798</td>
</tr>
<tr>
<td>Services</td>
<td>68133</td>
<td>77483</td>
<td>90058</td>
<td>103239</td>
<td>122326</td>
</tr>
<tr>
<td>Wholesale &amp; retail trade, restaurants &amp; hotels</td>
<td>19282</td>
<td>17992</td>
<td>18967</td>
<td>20233</td>
<td>23079</td>
</tr>
<tr>
<td>Wholesale &amp; retail trade</td>
<td>18035</td>
<td>16721</td>
<td>17400</td>
<td>18442</td>
<td>20840</td>
</tr>
<tr>
<td>Restaurants &amp; hotels</td>
<td>1246</td>
<td>1271</td>
<td>1568</td>
<td>1791</td>
<td>2239</td>
</tr>
<tr>
<td>Transport, storage and communication</td>
<td>20313</td>
<td>29532</td>
<td>33343</td>
<td>36843</td>
<td>46637</td>
</tr>
<tr>
<td>Transport &amp; storage</td>
<td>19554</td>
<td>28718</td>
<td>32277</td>
<td>35637</td>
<td>43477</td>
</tr>
<tr>
<td>Post and telecommunications</td>
<td>759</td>
<td>814</td>
<td>1066</td>
<td>1206</td>
<td>3160</td>
</tr>
<tr>
<td>Finance, insurance, real estate and business</td>
<td>1289</td>
<td>2069</td>
<td>2640</td>
<td>3185</td>
<td>3913</td>
</tr>
<tr>
<td>Finance</td>
<td>1256</td>
<td>2038</td>
<td>2605</td>
<td>3147</td>
<td>3871</td>
</tr>
<tr>
<td>Insurance</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Real estate and business services</td>
<td>28</td>
<td>27</td>
<td>30</td>
<td>33</td>
<td>36</td>
</tr>
<tr>
<td>Ownership of dwellings</td>
<td>10650</td>
<td>11501</td>
<td>11992</td>
<td>12142</td>
<td>12749</td>
</tr>
<tr>
<td>Community, social &amp; personal service</td>
<td>2160</td>
<td>2146</td>
<td>2522</td>
<td>2776</td>
<td>3332</td>
</tr>
<tr>
<td>Producers of Government Services</td>
<td>10000</td>
<td>9704</td>
<td>11366</td>
<td>18179</td>
<td>22045</td>
</tr>
<tr>
<td>Other Services</td>
<td>4439</td>
<td>4539</td>
<td>9227</td>
<td>9881</td>
<td>10572</td>
</tr>
<tr>
<td>Total</td>
<td>194006</td>
<td>220657</td>
<td>241242</td>
<td>273770</td>
<td>294472</td>
</tr>
<tr>
<td>Less: Imputed bank service charge</td>
<td>2570</td>
<td>4066</td>
<td>4691</td>
<td>7862</td>
<td>7964</td>
</tr>
<tr>
<td>Taxes on imports</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP at Market Prices</td>
<td>196576</td>
<td>224723</td>
<td>245934</td>
<td>281632</td>
<td>302436</td>
</tr>
</tbody>
</table>

Table 10: Employment in Enterprises Registered with AISA, 2003-2008

<table>
<thead>
<tr>
<th></th>
<th>Total Employees</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Domestic</td>
<td>6,192</td>
<td>89,752</td>
<td>86,458</td>
<td>67,933</td>
<td>46,812</td>
<td>59,923</td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>3,549</td>
<td>55,008</td>
<td>71,477</td>
<td>42,656</td>
<td>38,151</td>
<td>48,608</td>
<td></td>
</tr>
<tr>
<td>Services</td>
<td>1,593</td>
<td>8,701</td>
<td>7,175</td>
<td>5,032</td>
<td>8,279</td>
<td>3,025</td>
<td></td>
</tr>
<tr>
<td>Industry</td>
<td>1,042</td>
<td>16,580</td>
<td>20,508</td>
<td>13,736</td>
<td>9,003</td>
<td>22,836</td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>110</td>
<td>1,116</td>
<td>1,035</td>
<td>1,003</td>
<td>789</td>
<td>284</td>
<td></td>
</tr>
<tr>
<td>Foreign Domestic</td>
<td>2,643</td>
<td>34,744</td>
<td>14,981</td>
<td>25,277</td>
<td>8,661</td>
<td>11,315</td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>1,733</td>
<td>18,602</td>
<td>7,182</td>
<td>13,357</td>
<td>2,987</td>
<td>6,752</td>
<td></td>
</tr>
<tr>
<td>Services</td>
<td>910</td>
<td>14,656</td>
<td>5,741</td>
<td>8,997</td>
<td>4,106</td>
<td>4,209</td>
<td></td>
</tr>
<tr>
<td>Industry</td>
<td>0</td>
<td>1,467</td>
<td>1,844</td>
<td>2,469</td>
<td>1,149</td>
<td>324</td>
<td></td>
</tr>
<tr>
<td>Agriculture</td>
<td>0</td>
<td>19</td>
<td>214</td>
<td>454</td>
<td>419</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

Source: Research and Policy Department, AISA
Date: 04, August, 2008
Abstract
This paper describes a research and immersion approach to teaching strategic business policy in today's entrepreneurial economy. Theoretically, the approach stems from any business's need, particularly any entrepreneurial business’s need, to maximize cash flow. The paper asserts that most real-world strategic business policy decisions relate back to that cash-flow need, and that cash-flow maximization can therefore be used as a unifying core in teaching diverse strategic business policy concepts to students. Pedagogically, the approach immerses students in the hands-on research, quantitative analysis, and writing needed for boardroom-level strategic business policy decisions. The approach has been successfully used at the undergraduate level at one of Pennsylvania’s public-access universities.

Introduction
This paper grew out of a desire to develop a teaching approach to strategic business policy that did four things:

1. provided students with a unifying core from which to identify and evaluate strategic business policy decisions (this core would be the centrality of cash flow maximization to the decisions of any business, particularly any entrepreneurial business);
2. showed the interplay of library-based research and legwork research in solving real-world strategic business policy problems;
3. strengthened the rigorous research, quantitative analysis, and writing skills needed for graduating seniors to become effective young managers in today’s entrepreneurial economy;
4. helped graduating seniors to transition into the ambiguity and self-management pressures of those post-graduation job assignments.

A business policy course is usually taught to graduating seniors as a capstone business course (Arben, 1997; Schendel & Hatten, 1972). Students are expected to enter the course having completed all other required business courses and being able to draw on that previous knowledge. Thus, the purpose of a strategic business policy course is as much to synthesize previous learning from all business specialties — accounting, economics, entrepreneurship, finance, management, and marketing — as to provide new skills.

The course is usually called business policy, a name which stems from 1912, when Arch Shaw first conceived the course at Harvard (Arben, 1997; Bailey, 2003). Shaw’s purpose was to integrate previous learning. More recently, some authors have favored the name strategic management to emphasize that development of policy requires skills of its own—skills not found in any of the functional areas of a business (Schendel & Hatten, 1972). The teaching approach described in this paper is based on both integration and separation and therefore adopts the name strategic business policy in recognition of both approaches.

Section one of the paper explores the conceptual framework of the teaching approach by asking what makes certain decisions strategic. The section finds that strategic decisions are those that can put a company out of business. Companies can make a number of functional and public-image mistakes affecting profitability, but still remain in business. Once cash flow ceases, however, the company goes out of business. The need for cash affects any business (Govindarajan & Shank, 1986), but is especially pronounced in today’s entrepreneurial economy (Opiela, 2006). Section one therefore finds that cash flow can be used as a unifying core from which most of a company’s strategic decisions emanate.
Section two of the paper asks how we can build from that unifying core to provide students in a strategic business policy course with needed academic and employment skills. The section first looks at the historical pedagogy of business policy courses from early lectures and case studies (Arben, 1997), to simulations and class activities (Snow, 1976), to today’s integrative computer games (Walters & Coalter, 1997; Wolfe, 1973). The section relies heavily on adapting business policy courses to the needs of the specific students taught (Hodgetts, Ezell, and Van Auken, 1976) and on teaching the course from the CEO’s perspective (Denning, 1968). The section then suggests that we can improve the historical pedagogy by adding a research and immersion approach to it.

The section then looks at the research and immersion approach itself. Students are immediately immersed in a series of strategic problems, held to professional standards, and required to solve the problems through individualized research, rather than through reading a course textbook. This teaching approach initially shocks many students, who have been trained to read a textbook, listen to a lecture, and then write a paper. Yet young managers in a job setting do not have those luxuries. Young managers are usually given assignments, expected to research problems and propose solutions on their own, and told only after their reports are submitted whether those reports are acceptable. Effectively transitioning students to future jobs requires the teaching approach to do the same things, but also to provide the safety net of academic instruction and guidance.

Section three of the paper traces the teaching approach through its four modules. In the first module, students are provided with the conceptual framework, refreshed in individualized research and self-management skills, and started on professional writing assignments. In the second module, students conduct intensive research into an industry and recommend optimal structuring of a given business within that industry. In the third module, students cope with a series of outside pressures against that optimal structuring, including ethical dilemmas, regulatory concerns, and socio/political sensitivities.

In the fourth module, students draw together all strategic factors to research and recommend the optimal short-and-long-term cash-maximizing location for their company.

Finally, section four of the paper discusses very preliminary, anecdotal feedback and lessons learned from the teaching approach. Despite initial shock, most students express enthusiasm for the teaching approach, report that they willingly devote considerable time to the class, and improve their business writing and quantitative analytical skills from the approach. Initial reaction from employers and young alumni has also been positive. However, the approach is not without its tough stretches throughout the semester. Further, standardized assessment pressures, lack of faculty comfort with a non-standardized teaching approach, and faculty time needed for individualized guidance and evaluation all present challenges. This paper is thus being written far more as an invitation for further analysis, comparison, and improvement of the teaching approach, than as a finished product.

Section One: Conceptual Framework

This section of the paper asks two key questions:

1. What is a strategic decision, as opposed to a purely functional decision?
2. Why do most strategic decisions relate back to the need to maximize cash flow, particularly in entrepreneurial companies?

Before we can fully answer those questions, we must first understand why a conceptual framework is important to a strategic business policy course. The first business policy course was taught at Harvard in 1912 (Arben, 1997; Bailey, 2003). The course was to be a capstone, integrating previous student learning from across a variety of business’s functional areas (Arben, 1997; Bailey, 2003; Eldredge & Galloway, 1983). At the urging of the 1959 Ford and Carnegie reports, more business schools adopted policy courses to integrate cross-functional learning (Arben, 1997). The emphasis continued to be on integration until the 1970’s, when some authors urged a recognition of the integration itself as a separate
discipline that required skills not found in any of the functional areas being integrated (Arben, 1997; Schendel & Hatten, 1972). These advocates adopted the name strategic management to distinguish their approach from the simple integration of traditional policy courses (Schendel & Hatten, 1972).

The original strategic management advocates were quick to acknowledge that their advocacy was intended to supplement, rather than replace the integrative function of traditional policy courses (Schendel & Hatten, 1972). Nevertheless, some strategists began to focus their efforts as much on understanding complex performance modeling of business entities, as on integrating cross-disciplinary learning (Arben, 1997; Betz, 2002; Porter, 1975). Most of the 20th Century was the heyday of big business, and complex entity modeling made sense when dealing with large, complex corporations. However, the entrepreneurial economy of the 21st Century (Kuratko, 2005) calls for a different understanding of strategy, one that will actually unify the integration of traditional policy with the separation of strategic management.

What is a Strategic Decision?

Strategic business policy decisions are often complex, and a number of authors have adopted complex definitions of strategy. For instance, Betz (2002) focuses on complex modeling for the future, and Porter (1975) focuses on understanding complex industry structures. These definitions have the advantages of urging readers to understand the high-level nature of strategic decisions and to synthesize multiple inputs in their decision making. In the midst of the big business heyday, Denning (1968) adopted a similarly complex definition, focusing on the interplay of the organization and its environment. Yet, Denning also emphasized that the whole purpose of strategic decisions is to ensure the company’s survival. The teaching approach described in this paper thus adopts a simple definition of strategy: A strategic decision is one that can put a company out of business.

This simpler definition is intended to constantly remind students and business executives to differentiate the strategic from the functional. Why does that differentiation matter? It matters because of the not-seeing-the-forest-for-the-trees dilemma. One of the goals of strategic business policy courses is to make sure that business managers do not become so engrossed in the pressures of everyday management decisions that they lose sight of the larger forces affecting their businesses’ survival.

The differentiation between the strategic and the functional does not imply that functional decisions – everyday decisions in such areas as accounting, economics, entrepreneurship, finance, management, and marketing – are unimportant. Bad functional decisions can cost a company a lot of money. Still, if the company survives, it can recoup many of those earlier losses through making good functional decisions in the future. Once the company goes out of business, however, it loses any hope of recouping losses. Failure is not temporary, as with bad functional decisions. Strategic failure is permanent. The simpler strategic definition thus seeks to focus attention on those few key decisions whose magnitudes are such that they can put a company out of business.

No one is saying that telling a strategic decision from a functional one is easy, or that strategic decisions do not arise from functional areas. For example, misjudging a client profile in a rapidly expanding market might lead to short-term functional losses. Misjudging that same client profile in a shrinking market might lead to strategic extinction. Think also of the dot.com boom and bust of the 1990’s. Internet companies that were able to spend profligately during the boom suddenly found that even highly judicious spending during the bust could not save them.

How then do we tell which decisions are strategic? The authors who adopt complex definitions of strategy are absolutely right that we must eventually understand the complexity of strategic issues, consider inputs from multiple business and non-business areas, and synthesize comprehensive solutions to strategic problems. However, starting with complexity can cause us to become lost in the very trees that we are trying to rise above to see the
forest. We must therefore seek a unifying touchstone against which to measure strategic decisions. More often than not in the business world, that touchstone will be cash flow.

**Why Cash Flow?**

In the end, the only thing that can put a company out of business is loss of cash flow. That loss might be caused by a number of different factors. For example, it might come because competitors entice a company’s customers to abandon it, it might come because government regulations impose greater costs of doing business on the company, or it might come because the company’s management is so corrupt or incompetent that it fritters away cash reserves. Yet, in the end, the only thing that can put a company out of business is the loss of cash flow.

Gowingarajan & Shank (1986) said that cash was strategy’s missing link, noting that many business decisions were made more on the sufficiency of cash to finance them, than on the recommendations of strategic models. As America’s economy has moved to a more entrepreneurial one (Kuratko, 2005), the importance of cash flow has only increased. Opiela (2006) noted the cash crunch that drives most entrepreneurial decisions, especially in the entrepreneurial venture’s early years. Cooley & Pullen (1979) and Grablowsky (1978) both studied the level of entrepreneurial focus on cash flow, finding that small companies need to be—and were—just as sophisticated in their cash flow management as larger, more complex companies.

Cash flow alone cannot describe every facet of a business. For example, Estep (1987) pointed out that cash flow alone could not predict long-term valuation of a company. Still, if one doubts the centrality of cash flow to strategic decisions, one need only look at the current 2008 economic crisis. The companies—large and small—with cash have survived. The companies without cash have not. Cash flow is what CEO’s worry about each day, and it provides an easy-to-remember core for teaching strategic business policy to students.

---

**Section Two: Pedagogy**

Section Two of the paper asks how we can use the conceptual framework of section one to provide students with needed academic and employment skills in a strategic business policy course. The section first looks at how policy and strategy courses have historically been taught, and then it looks at the core pedagogy of the research and immersion approach described in this paper.

**Historical Pedagogy**

The pedagogy of business policy courses is almost 100 years old, and it can be viewed as having evolved with the changing structure of the American companies.

When Arch Shaw began teaching business policy courses at Harvard in 1912, the era of big business was still in its early days. Companies were organized into rigid bureaucracies, and Shaw’s pedagogy was aimed at helping students to integrate previous learning from a number of specialties within the business curriculum. Today, those specialties might fit into accounting, economics, finance, management, and marketing. Shaw did something revolutionary for his day: He moved away from lectures, and replaced them with case studies (Arben, 1997; Bailey, 2003).

The original case studies were from guest senior executives, each of whom simply recounted a problem that they had encountered in the management of their business. By studying the problems and reflecting on interdisciplinary solutions to them, students were expected to formulate policies that could be used to prevent or solve similar problems in the future. Thus, Shaw called his course policy, rather than problems (Arben, 1997). The case study approach proved successful, and the first casebook was introduced at Harvard in 1951 (Arben, 1997). It continued to focus on a senior manager perspective for integrating previous learning.

Throughout the first three quarters of the 20th century, American businesses became larger and more complex. Policy course pedagogy focused...
increasingly on understanding those businesses through complex modeling and attention to the interrelationships between business units and their environments (Denning, 1968; Porter, 1975). Policy continued to be used as a capstone course in business schools (Eldredge & Galloway, 1983), but authors began to see the course as a business specialty unto itself, rather than just an integration of previously learned business specialties. These authors adopted the name strategy, or strategic management, to focus attention on the separate skills needed to integrate functions across increasingly complex corporations (Schendel & Hatten, 1972).

To their credit, Schendel & Hatten (1972) cautioned that strategy courses must build upon the integrative purpose of traditional policy courses, rather than divorce themselves from it. Schendel & Hatten’s stated purpose was to promote strategic thinking throughout the business curriculum, rather than waiting for a single capstone course to convey it to students. However, in this author’s opinion, too many subsequent case studies began focusing on erudite thinking, rather than on integrating functional business skills in the ways in which graduating seniors would need to use them throughout their business careers.

The 1980’s saw a shift toward entrepreneurial companies as the dominant force in the American economy (Kuratko, 2005). Case studies have continued to be used in policy courses (Gallagher, Stevenson, & Fordyce, 1998), but the pedagogy of choice has increasingly shifted toward computerized simulation games (Walters & Coalter, 1997; Wolfe, 1973). Walters & Coalter (1997) reported that games had advantages over case studies in holding student interest and in reinforcing functional skills while simultaneously teaching integrative skills. Yet those games with which this author is familiar tend to leave time for the students to engage in the reflective thinking promoted by strategic case studies. Perhaps today’s entrepreneurial economy presents an opportunity for us to create a pedagogy that blends the best of both the case study and the games approaches.

Case studies were revolutionary for their day, as were simulation games. Likewise, separating strategy from mere integration made sense when American businesses were becoming increasingly large and complex in the 1970’s. Yet today’s entrepreneurial businesses are different. The businesses themselves might be simpler in structure, but that only means that each management employee of the company must be far more complex in his or her understanding of cross-disciplinary functions. The successful manager cannot just be a specialist in his or her own area; (s)he must understand the whole business with a sophistication that was required only of top managers in the big business era. Today’s strategic business policy pedagogy must recognize that shift from its historical predecessors, yet today’s pedagogy can find its basis in the writings of the past.

Hodgetts, Ezell, & Van Auken (1976) suggested that a contingency approach was needed in the pedagogy of business policy courses, one that adapted to the needs of the specific students being taught. Snow (1976) identified four ways of teaching policy: cases, simulations, in-class activities, and variations of the preceding three. Denning (1968) urged that policy be taught from the CEO’s perspective. Finally, Schendel and Hatten (1972) urged that a successful business policy course should both integrate previous function learning and provide the new skills necessary for that integration. The research and immersion approach described in this paper draws on each of those authors and can help our pedagogy to achieve each of their goals.

**The Research and Immersion Approach**

The research and immersion approach described in this paper draws from each of the four authors noted above. The approach itself will be described in greater detail in the next section of this paper, entitled Modules, but let us first understand how the approach sought to address the recommendations of each of the four authors.

Hodgetts, Ezell, & Van Auken (1976) urged that the pedagogy match the students. In our case, the teaching approach was to be used at one of Pennsylvania’s public-access universities. The
students would be bright and hardworking, but few would begin their careers in the executive suites of their Ivy League counterparts. We needed to provide students with an understanding of how business’s various specialties – accounting, economics, entrepreneurship, finance, management, and marketing – came together in a business and to prepare the students to advance into executive positions. Thus, I chose to teach the students at a higher management level than the jobs that they would be entering, but to emphasize the opportunities that the teaching approach could provide for future advancement.

Snow (1976) found that there were four basic ways of teaching a capstone course: cases, simulations, in-class activities, and variations of the preceding three. Convinced that our students would accept a non-traditional approach if shown that it could help them to climb the management ladder, I drew on my own experiences as a young manager. My fastest advancements had come when I was unexpectedly thrown into complex situations for which I had little training, and forced to research my way out of them. Thus, the research and immersion approach was born. The challenge was to ensure that the approach would not become just a collection of war stories, but rather a comprehensive integration of all areas of previous learning, coupled with an understanding of how senior managers develop business strategy.

Accordingly, four goals were adopted for the teaching approach:

1. to provide students with a unifying core from which to identify and evaluate strategic business policy decisions;
2. to show the interplay of library-based research and legwork research in solving real-world strategic business policy problems;
3. to strengthen the rigorous research, quantitative analysis, and writing skills needed for graduating seniors to become effective young managers in today’s economy;
4. to help graduating seniors to transition into the ambiguity and self-management pressures of those post-graduation job assignments.

The unifying core would come from the conceptual framework of the teaching approach which was discussed in section one of this paper. Students could easily remember that strategic decisions were those that could put a company out of business, and that most strategic decisions could be related to cash flow. Denning (1968) had urged that strategy be approached from a CEO’s perspective, and today’s CEO’s worry first about survival and cash flow. With that unifying core in hand, we would build outward toward increasingly complex strategic decisions. In doing so, we would eventually cover virtually all of the capstone topics commonly found in policy and strategy textbooks.

We would do so through a series of comprehensive, student-researched and student-written strategy memos and presentations. The memos would focus on key problems faced by a simulated company. To focus students on the public research sources available to businesses, and to show students the interplay between library-based and legwork based research, there would be no textbook or case studies used in the teaching approach. Students would essentially be creating their own case study with instructor guidance as the course progressed.

The teaching approach would simulate a professional workplace to emphasize that the same rigor of research, quantitative analysis, and writing skills needed for classroom success is also key to real-world strategic success. Effectively simulating that workplace would require students to work within ambiguity, to work with initially limited information from the instructor, and to work under time pressures. Students would be permitted to form their own teams to enhance interpersonal skills. Yet effective simulation would also require students to take accountability for their strategic decisions, since the teaching approach would progressively build on previous decisions made by the students themselves. While intense, this approach would need to provide the safety valves of personal support and academic guidance while teaching the students to behave as professional managers.
Section Three: Modules

This section of the paper describes a step-by-step application of the teaching approach to a semester-long class. Students are immediately immersed in a series of strategic problems and required to solve them through individualized research, rather than through reading a course textbook.

The section traces the class through its four modules. The first module focuses on the instructor conveying the conceptual framework and providing common starting-point skills for the course. The second module focuses on students conducting intensive research into an industry and recommending optimal structuring norms for a given company within that industry. The third module focuses on students dealing with a series of outside pressures against that optimal structuring, including ethical dilemmas. The fourth module focuses on students researching and recommending the optimal cash-flow-maximizing location for their chosen business.

The first module does two things simultaneously. First, it conveys the conceptual framework of the teaching approach. Second, it refreshes or provides the research and organizational skills needed for the rest of the semester.

The theoretical core begins with the out-of-business and cash flow concepts discussed in earlier sections of this paper. The next step is to expand those concepts into a number of applications and develop a disciplined analysis to look at all facets of them. The teaching approach uses no textbook, but does rely on the *Entrepreneur’s Guide: Starting and Growing a Business in Pennsylvania* for an outline of the 100+ items which an entrepreneur must consider in planning and running his or her company. In class, we categorize those 100+ items into three key questions:

1. Is there a market for what the company wants to sell?
2. Does the company have the right product and the right people within itself to compete in that market?
3. Can the company keep the cash flowing long enough to grow?

Other strategists might choose a different expression of those categories. For instance, other strategists might emphasize competitors within market or production processes within product. Regardless of the expression chosen, the point is to show students that each of the 100+ items in the *Entrepreneur’s Guide* ultimately relates to cash flow. Financially, the same three questions asked above become:

1. How much revenue can the company take in?
2. How much of that revenue does the company have to expend to function?
3. How much cash is left?

For those who favor complex strategy books with a variety of topics, this approach might seem deceptively simple. Yet we often forget that the basic purpose of business is to make money. CEO’s worry about cash flow, and relating it to each future strategic choice provides students with a common touchstone in their decision making. Businesses might not always choose the strategic option with the greatest cash maximizing potential—for example, for ethical reasons—but few companies will make a strategic decisions without asking what they will cost.

As stated, the second purpose of the first module is to refresh or provide the organizational and research skills necessary for the rest of the semester. The approach uses teams of 7-10 students to conduct research, but requires each student within those teams to write his or her own strategy memos. This approach is intended to promote both the teamwork and personal accountability that will be expected in future managers.

After speed-dating-like opportunities for each student to meet the rest of the class and discuss the skills needed to complete the semester, students form themselves into teams. Students are again reminded that self-management also implies self-accountability, since the semester’s strategic decisions will be made on the research provided by
the students themselves. A visit from the University’s business librarian refreshes the basic research resources available to the teams. The first research project is to select an industry upon which to base the semester’s class, using hard research of its suitability to Western Pennsylvania, rather than personal interests.

Simultaneously, students apply to become strategic advisor to a CEO of a company within that industry. This initial writing project is intended to strengthen both the industry research, since a cover letter must show that knowledge, and concise writing skills. The initial assignment has the added advantage of helping graduating seniors to focus on job application skills.

The second module of the teaching approach intensifies student research into their chosen industry. Students thoroughly research the industry to recommend the optimal structuring of their company to their CEO. Those recommendations are to be based on qualitative and quantitative analysis of norms, ratios, standards, and trends within the industry. Sources include both the library-based, such as Standard & Poor’s, Dun & Bradstreet, and IBIS World, and the legwork-based, such as trade associations and personal interviews with industry executives. Each student is then expected to write a hands-on strategic memo, rather than a mere book report of the research findings.

A three-week time frame for the assignment forces teamwork and lessens procrastination. The short time frame also forces students to learn to work within the ambiguity and uncertainty of the business world, since the instructor intentionally does not provide many lectures. However, after the instructor has reviewed the memos and provided extensive individual feedback, the entire class is led in a discussion of optimal structuring for their company. The class then comes to a consensus on that structuring. This point is where the research and immersion approach begins to meet that of traditional textbooks. After the discussion, students are expected to know what the ideal company within their chosen industry should look like. This memorized knowledge and the ability to write a concise strategic memo are both tested by a comprehensive essay test at the end of the module.

The third module introduces a series of outside distractions to the ideal structuring of the company. These distractions include ethical dilemmas, political and regulatory roadblocks, and new socio-economic factors. This point is where the research and immersion approach truly intersects with traditional textbooks and case studies, which present individual challenges in series of learning objectives. By contrast, the research and immersion teaching approach described in this paper has first grounded students in the ideal, and then asked them to challenge each of their solutions to the outside distractions by judging what effect it will have on company survival and cash flow. As with previous modules, student teams research together, but each student writes his or her own strategy memo for this module.

Finally the fourth module brings together all of the semester’s learning in a team siting project. Siting is the selection of the best location for a company within a region—in our case, within Western Pennsylvania. This module forces a review and synthesis of all of the strategic factors which a CEO must consider in developing his or her company’s business policy. Location affects access to markets, suppliers, support businesses, employees, and support professionals. Location determines the level of competition for customers. Location determines the cost of land and physical facilities, taxes, regulatory compliance, and the political and community-based sensitivities with which the company must cope. Again, the effect on cash flow—both short-term and long-term—is the measurement used.

For this final module, the method of testing changes. Earlier modules utilized individual memos and tests. In this final module, students develop comprehensive team oral presentations to their CEO. The simulation is as close to a corporate boardroom as possible, with expectations of pre-meeting briefing memos, full business dress, 25-minute presentation time frames, and professional quality presentations. As in a real boardroom, the instructor continually questions and
challenges the student presenters. Afterwards, however, the instructor provides instant feedback, and the entire class usually wants to go out together for a celebration afterwards.

**Section Four: Preliminary Feedback**

Feedback on the research and immersion teaching approach described in this paper is preliminary and anecdotal, since the teaching approach has been applied to only five classes over two years. Usually, a longer assessment period would be used, but I have opted to write this paper for more as an invitation for further analysis, comparison, and improvement of the teaching approach, than as a finished product. It is my hope that others might try the teaching approach and report their own results. The feedback noted here is only for whatever guidance those instructors might wish to take from it.

Overall, the feedback on the teaching approach has been positive, with about 80% of students enthusiastically supporting the approach and the other 20% ranging from tolerating it to hating it. Students like the teaching approach primarily because it emphasizes real-world job skills, and the students report willingly devoting more time to the class than to their other classes. Nevertheless, students indicate that the amount of work and the initially high level of stress in adapting from traditional lecture classes are their primary reasons for not liking the teaching approach. Anecdotally, both potential employers and recent graduates have both expressed support for the teaching approach, although no attempt has been made at statistical assessment.

The keys to successful use of the approach seem to be these: First, the instructor must quickly establish the credibility of the approach toward strengthening future job skills. A reinforcing visit from the University’s career planning director early in the first module seemed helpful in that regard, as did my own senior management experience in business. Second, self-selected teams are probably necessary to maintaining morale throughout the semester. The workload and ambiguity reach their peak during the second module, and peer support often means more than instructor support. Third, the ambiguity of certain assignments is necessary to teach students to keep working through uncertain times, but most students hate it. The instructor must therefore make clear that grading accounts for incomplete information and the instructor must also periodically lecture to bring the whole class up to speed.

Finally, the instructor cannot lessen the academic rigor expected, or the whole credibility of the approach is lost. As in the business world, the instructor must therefore sometimes find ways to separate personalities from performance. In our case, simply sitting with students during library research time and participating in one or two out-of-class activities seemed to help both the more-gifted and the less-gifted students to continue their work commitment.

The teaching approach described in this paper is not without its drawbacks. Research leads different students in different directions, and so the instructor must be comfortable with new twists in classroom direction. This factor is compounded by the amount of time required for individualized student feedback and assessment. Further, the approach does not provide the built-in assessment tools of computerized simulation games. In this era of tight faculty time commitments, all of those factors should be considered before trying the teaching approach. Nevertheless, the research and immersion teaching approach provides an opportunity to truly prepare our students for the entrepreneurial management jobs that they will enter, and I hope that others will see fit to try it.

**References**


Donald Mong is an assistant professor of law and entrepreneurship at Slippery Rock University of Pennsylvania.
DOES YOUR TEACHING TOOLKIT INCLUDE THE WRITE STUFF?
Cori J. Myers, Lock Haven University
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Abstract
This country’s competitiveness and economic vitality rely on the ability of higher education institutions to ensure graduates possess the requisite knowledge, skills and abilities for the global marketplace. Businesses clamor for graduates with such skills as critical thinking, communication, interpersonal interaction, teaming and creative thinking. Educating today’s diverse, technologically-savvy, and multi-tasking traditional-age college students—the millennial generation—requires a myriad of innovative learning activities to address various learning styles and preferences. This interactive workshop utilized the insights of the writing-across-the-curriculum movement (1970-present) to develop an effective model for reaching out to the millennial student. Participants also shared pedagogical practices currently used in the classroom.

Teaching the Millennial Student:
Research indicates that millennial students share the following traits: technological literacy, reliance on social networking, collaborative disposition, structured lifestyle, openness to diversity, and preferences for learning by doing and experiencing (Oblinger & Oblinger, 2005; McGlynn, 2005; Kolb, 2005). When translated into classroom practice, the millennial’s characteristics suggest that instructors should integrate active learning strategies and use of technology into course design as well as include group work and a sufficient variety of tasks to keep student’s interest and attention. Such active learning strategies may include case studies, sharing personal experiences, role playing, simulations, peer teaching, and various writing assignments. At the same time, instructors will likely need to address this generation’s structured lifestyle by providing courses with clear expectations and adequate feedback to guide learning activities.

Writing-Across-the-Curriculum (WAC) and Course Design:
When selecting and sequencing active learning strategies, workshop facilitators argue, faculty will want to consider the effectiveness of formal and informal writing assignments not only to develop writing skills but also to provide opportunities for students to demonstrate understanding of new material and conceptualize applications for it. Kuh (2003) reports that students who problem-solve, practice writing, and receive feedback tend to have greater knowledge gains and skill development. Writing assignments facilitate such learning outcomes as content knowledge, communication skills, and critical thinking skills (McLeod, 2001). Various in-class writing assignments can be paired with other learning activities providing an enjoyable, yet effective learning environment. Labeled writing to learn, this use of writing tasks that mix collaborative activity, written expression, and continuous feedback loops has been a hallmark of Writing-Across-the-Curriculum since its inception decades ago. More recent research confirms the wisdom of this approach suggesting that student involvement in the learning process and well-designed active learning strategies relate positively to such outcomes as knowledge acquisition, cognitive development, communication skills, interpersonal skills and group work, creative thinking, and educational attainment (Pascarella and Terenzini, 2005; Kember and Leung, 2005; Astin, 1984).

Sharing Practices
Workshop facilitators presented practical tips for professors of today’s business students by highlighting recent research and sharing writing-centered examples and experiences from their teaching practices. Specifically, the facilitators provided examples of writing assignments from a business writing course as well as a capstone seminar.
in strategic management. The business writing course provided such informal writing opportunities as freewrites, threaded discussions, and peer reviews while including a wide variety of formal assignments from writing a business memo to a grant proposal. The strategic management course utilized such writing assignments as case studies, reflective papers, developing exam questions, chapter exercises, writing exercises (intended for students to improve writing style and mechanics), peer evaluations, and journals. In both courses, the facilitators found creative ways to use a combination of assignments that promote both write to learn and the more formal, graded write to communicate objectives. Workshop participants likewise shared successful learning strategies used in their courses.
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Abstract
The Fair Minimum Wage Act of 2007 gradually raises the federal hourly wage from $5.15 to $7.25 by July 2009. In Pennsylvania, the state minimum wage increased from $5.15 to $6.25 on January 1, 2007, and further increased to $7.15 in July 2007. Some exceptions were granted to smaller businesses in order to help them adapt to the new wage. By July 2009, the federal minimum of $7.25 will be in effect. In this paper we study the employment and inflation effects of raising the minimum wage in Pennsylvania. We analyze the effects of the wage policy on unemployment in various labor market categories, and seek to establish whether employers have chosen to pass on the increased labor cost to consumers in the form of higher prices. Results suggest that the effects have been minimal.

Introduction
The Fair Labor Standards Act of 2005 raised the federal minimum wage from $5.15 per hour to $5.85 per hour. The federal Fair Minimum Wage Act of 2007 continues this increase, to $6.55 in July of 2008 and to $7.25 in July of 2009. Pennsylvania enacted an increase in the minimum wage earlier than the federal government did. The Pennsylvania state minimum increased from $5.15 to $6.25 on January 1, 2007 and further increased to $7.15 on July 2007. In the law, some exceptions were granted to smaller businesses in order to “ease in” to the new wage. However, all business would be paying $7.15 by July of 2008. These changes to the minimum wage have been based on a belief that it improves the financial situation of the working poor. But is this really the case? Is this minimum wage increase really in the best interests of the working poor? Does the raise help to better their quality of life?

Socioeconomic theory on the question is mixed. Some economists are strongly in support of the minimum wage increase. In January 2007, Kline and Dompe surveyed 95 economists about their views on a minimum wage hike. The responses to the survey produced a U-shape – that is, a majority of those surveyed either strongly supported or strongly opposed minimum wage laws, with a scattering in the middle (Klein and Dompe 2007).

In a competitive market, the equilibrium wage is determined by labor supply and demand. In a free market, workers get paid what their services are worth—in other words, the value of the marginal productivity of labor. A minimum wage serves as a price floor, translating into a decrease in the quantity of labor demanded, but an increase in the quantity of labor supplied, resulting in higher unemployment of unskilled labor.

A basic question is whether an increase in the minimum wage limits poverty or increases it. Many in poverty qualify for government assistance, including free or discounted food or housing. If their earnings go up, this can mean losing out on much of that assistance – leaving them in a worse condition than before. George Stigler, one of the first economists to look at minimum wage’s effects on families, noted: “…society must determine, though its legislators, what minimum income should be guaranteed to each family” (Stigler 1946).

In this paper we investigate whether the higher minimum wage in Pennsylvania has created higher unemployment among certain labor market categories and whether these higher labor costs have been passed on to consumers. We find that the effects of the higher state minimum wage have been generally insignificant.
Literature Review

The main focus of study here is on the full-time adult worker subject directly to the minimum wage. Neumark, Schweitzer, and Wascher (2004) showed that minimum wage increases adversely affect workers initially earning near the minimum wage, but have little impact on workers receiving a higher wage (426). Freeman (1996) and Yelowitz (2005) reached similar conclusions from their studies. How could the worker be harmed, though, even if his wage is increasing? Interestingly, many employment effects from the raise in the minimum wage are not directly related to the wage per hour.

Cost of Increased Productivity

Undoubtedly, there must be some perceived benefit to the existence of the minimum wage, or else it would have been discarded decades ago. There are two distinct “benefits” to society that go along with a wage floor. The first, and most obvious, is the direct benefit to the worker in so much as having a greater income. This is clear and is where most perceive the purpose of minimum wage legislation to end. This is not totally the case, though. Another – and slightly less altruistic – purpose of the minimum wage is to increase productivity in the economy.

Stigler (1946) notes that “If a minimum wage is effective, it must therefore have one of two effects: first, workers whose services are worth less than the minimum wage are discharged; or, second, the productivity of low-efficiency workers is increased”. The thought of workers being callously fired is not necessarily palatable, yet the productivity increase may not rise just from their expulsion. Because of the increased cost of labor, Stigler believes that many techniques that were previously unprofitable will now work to the producer’s advantage. Total costs of production may rise, but they will rise less than they would had something not been substituted for the labor. Klein and Dompe (2007), when surveying current economists, found that 20 out of the 95 agreed with this statement – productivity would increase through multiple channels, including higher worker effort, better processes or innovation, more investment in human capital, and less turnover. A study done by the State of Wisconsin also found this to be true – raising the minimum wage would increase work experience and reduce training costs due to less turnover (Wisconsin 2004).

Changes in Compensation

Perhaps most directly visible to the minimum wage debate is the change in direct compensation that the workers achieve. After all, the increase in the minimum wage is supposed to have that effect – their hourly compensation should go up. This is clearly the case for those earning below the new minimum, but not so obvious for those workers earning slightly above the new rate.

In a study of the fast-food industry in Texas, Katz and Krueger (1992) found that firms who were already paying their employees above the new minimum still increased their wage rates by an average of 4.6%. This is partly due to the “work effort” effect – that is, firms who believe that higher relative wages produce higher-effort workers need to keep that high-effort incentive. Yelowitz (2005) saw no detectable wage gains.

Labor Substitution

Freeman (1996) shows that a raise in the minimum leads to an increase in the quantity of labor supplied in the British labor market: “At £3, middle-class women and teenagers found the work unattractive, but at £4, they are willing to take minimum wage jobs.” Employers, possibly, could prefer to hire middle-class applicants instead of poor ones. If this tendency is expansive enough across the economy, then the increased minimum hurts the ones it was intended to help. Employment as a whole is not reduced, nor is the number of jobs, but the number of secondary-income earning workers is greater. In a study of Santa Fe, New Mexico, Yelowitz (2005) reaches the same conclusion: there is labor substitution towards teenagers.
The Hours Effect

Along with the labor substitution comes the net effect on hours worked by the minimum-wage employee. Gramlich (1976) finds that, often, minimum wages reduce the level of full-time employment (especially among minorities) and increase part-time employment among teens and adult males. Brown (1982) found a 0-10% rise in teenage unemployment rates after a minimum wage increase, but a smaller net effect on the employment of young adult (ages 20-24) workers.

This evidence, however, is contradicted by Katz and Krueger (1992), who saw increased minimums boost full time employment in fast-food restaurants in Texas. This study was backed by Card and Krueger’s (1994) study of fast-food establishments in New Jersey, which also saw a rise in employment effects. Another scenario is that some teens who remain employed after a wage hike tend to work more hours, thus offsetting the loss of jobs seen by others (Zavodny 2000).

In studying hours worked, Neumark (2004) finds that there is a significant decline in hours for those workers previously earning below the new minimum. However, for those workers earning 1.2 to 1.5 times the minimum, there is evidence for moderate increases in hours, leading him to conclude that the increased minimum forces higher-wage workers to work more hours, perhaps to offset the reduction in employment for low-wage family members.

Effect on Total Income

Neumark (ibid.) shows that lower wage workers experience a wage increase with the raise of the minimum wage. However, due to an average decrease in hours worked and total employment, workers see tepid income gains. Very low-wage workers are not helped, and most likely hurt, by minimum wage increases. Hour reductions are the primary cause of income declines. Yelowitz (2005) found a similar result – his study shows a decline in job opportunities, longer times of unemployment, fewer full-time jobs, and no income gains. Freeman (1996) believes that the minimum wage increase would lead employers to cut other benefits, like healthcare, that will make the worker worse off overall. Finally, when looking at those individuals specifically on welfare, Page (2002) found that a 10% increase in the minimum wage is likely to increase the number of cases of welfare between one and two percent.

An investigation of minimum wage effects cannot be complete without mentioning Card and Krueger’s (1994) study of fast-food restaurants in New Jersey. Their study began after New Jersey’s 1992 rise in the minimum wage from $4.25 to $5.05 per hour. After surveying 410 fast-food restaurants both before and after the hike, Card and Krueger were able to develop simple estimates of the effect of the higher wage on the worker and the level of employment. Before the minimum wage increase, the individual size of the fast-food stores in New Jersey in terms of employment was smaller than that of their Pennsylvania counterparts. These restaurants, though, grew relative to Pennsylvania after New Jersey’s minimum wage increase. They found that the relative gain was over 13 percent, or an addition of 2.76 full-time employees per location.

More surprising is that, within New Jersey, those stores with the lowest wage rates saw the largest increase in employment. They found that employment expanded at the low-wage stores (those paying $4.25, the previous minimum wage) but contracted at stores that were previously paying $5 or more. This change was comparable to the change in Pennsylvania’s employment along that same time period, thus adding to the validity of the Pennsylvania control group. The contraction is generally blamed on the general economic worsening of the mid-Atlantic states during the time period of the study. Nonetheless, especially when seasonal markets in New Jersey were removed from the study, there was a statistically significant positive increase in
employment relative to the increase in the minimum wage. Card and Krueger examined the data to see if any possible demand shocks existed which may have offset the negative employment effects. No demand shocks were found to be significant.

No reduction in employment was found after New Jersey’s minimum wage increased. By surveying restaurants in both New Jersey and neighboring eastern Pennsylvania (which held the minimum wage to $4.25 per hour), Card and Krueger saw no differences in employment rates. Teenage employment rates, typically thought to be the most affected by minimum wage hikes, were also unchanged. Concurrently, they also found that the minimum wage increase did nothing to affect the number of McDonald’s franchises that opened in a particular state. Card and Krueger did find, however, that prices in New Jersey went up after the minimum increased – thus showing that the added cost of labor was passed on to the consumer. However, they found no evidence that prices increased more at the stores that were more affected by the minimum wage rise.

The Minimum Wage’s Effect in Pennsylvania

According to data gathered by the Pennsylvania State House of Representatives (2007), the increase in the minimum wage would affect between 400,000 and 510,000 workers. This breaks down to be roughly 9.7 percent of Pennsylvania’s total employment. Over 70 percent of these employees were adults over the age of 20, with 37.1 percent working full time while another 34.3 percent work between 20 and 35 hours per week. Macpherson (2005) conjectured that the increase in the minimum wage “would result in a loss of just over 10,000 jobs and impose a $350 million hit on the Pennsylvania economy. Most of the economic cost – $262.7 million – stems from increased labor costs for employers. A significant portion however, $86.7 million, is the result of the lost income for the 10,000 employees who will lose their jobs. That more than half of the job losses fall on those under 25 and almost 30 percent on those earning less than $25,000 adds cruel irony to the consequences”.

Our analysis focuses on the major industrial demographics of Pennsylvania’s minimum wage employees. The largest percentage, 27.1 percent, are employed in retail trade. Another 23.2 percent are employed in leisure and hospitality. The third largest percentage, 5.2 percent, are employed in manufacturing (PA House 2007). Grocery stores, although technically considered retail trade, are the largest proportion of those establishments and are statistically unique enough to be looked at independently, as well. The most prominent occupations in the above industries are those of cashiers or salespersons (19 percent) or clerical workers (11 percent).

In 1938, the original level of the minimum wage was set at 50 percent of the average manufacturing wage. Since 1969, there has been a gradual decline in the minimum wage as a percent of the average wage. Pennsylvania’s minimum wage as a percentage of average wage was at an all-time low in 2006 before the most recent wage increase. In order for the minimum wage to reach 50 percent of the average wage in Pennsylvania again, it would have had to be $10.20 in 2007 (Commonwealth of Pennsylvania 2008). In 2007 dollars, the minimum wage was worth less in 2006 than at any other time in Pennsylvania since the 1950s. The wage in 1968, the year before the gradual slide began, had the highest purchasing power.

The minimum wage increase of 2007 raised the wages of the lowest paid percentile of Pennsylvania workers (Price 2008). Workers above the minimum wage have also seen wages increase. Inflation adjusted earnings, at every percentile, are down from where they were from 2001. Unemployment, while it has declined since the 2001 recession, is still above its pre-recession average level at 4.3%. Still, Pennsylvania’s current unemployment rate, at 4.8 percent in
March, is still below the U.S. rate of 5 percent (BLS 2008).

Unemployment

From January of 2004 until January of 2007, the total unemployment rate in Pennsylvania steadily decreased. From January 2007 to September 2007, the number of unemployed did rise, but only very slightly. The unemployment rate stayed relatively constant through 2007, rising only slightly in August (BLS 2008). However, other states have shown no difference in employment rates relative to the U.S. as a whole when minimum wages increased (PA House 2007). We find that Pennsylvania’s unemployment rate is significantly lower than that of the United States for most of 2007. A two-sample t-test shows that the means of the two data are not equal.

Seasonally adjusted, the change in total Pennsylvania employment was positive both 1-month and 3-months out (up 2,700 and 8,200, respectively), although the growth was slower than the previous statewide average. National data, however, showed the same trends (Commonwealth of Pennsylvania 2008).

A majority of those workers earning at or below the minimum wage are female. Females make up a higher proportion of minimum wage earners than the overall female population of Pennsylvania. The wage increase in 2007 raised the specific proportion of males earning the minimum by 12 percent. Thus, the 2007 minimum wage increase pushed the demographic proportion of male-to-female minimum wage workers to about the level of the United States’ average. Previous economists’ arguments that minimum wage laws adversely affect minorities do no hold true in Pennsylvania – a vast majority of those making minimum wage (87 percent) are white; Africa-Americans and Hispanics combined total only 12 percent. The percentage of minorities earning the minimum wage, however, increased relative to the percentage of whites. Nearly 75% of minimum wage workers are between the ages of 16 and 34. The minimum wage increase resulted in an increase in employment among teenage workers (from 25 percent of minimum wage workers to 33 percent), showing that perhaps there is labor substitution towards teenagers (Commonwealth of Pennsylvania 2008).

The unemployment rate for Pennsylvania as a whole declined in 2007. Female unemployment, however, increased a marginal 0.2 percentage points. The unemployment rate among teens increased dramatically, from 7.3 to 9.0 percent, even though the percentage of teens earning minimum wage increased. A rise in the minimum wage does show some negative employment effects towards teens. Again, as predicted, the minimum wage increase decreased the number of part-time employees, favoring substitution towards full-time workers, up 7 percent (ibid.)

Industry Analysis

The 2007 wage increase most adversely affected the percentage of minimum earners in food service (down 13 percent) but increased those in retail trade (up 9 percent). The number of employed in Pennsylvania in these areas grew steadily from January of 2004 through January 2008 (Commonwealth of Pennsylvania 2008).

Hospitality: This sector includes all employees who work at hotels, motels and other forms of lodging establishments. These employees are bellhops, maids, reception clerks, and any other non-food based workers. This sector experienced a steady decline in employment since July 2007 – the time period where Pennsylvania’s minimum increased from $6.75 to $7.15. Although this might suggest that the minimum is binding for the accommodation industry only at $7.15, it is most likely due to seasonal trends as seen in previous years (BLS 2008). When seasonally adjusted, Pennsylvania leisure and hospitality showed stronger-than-average growth as opposed to the 10-year average (Commonwealth of Pennsylvania 2008).

Retail trade: The number employed in retail trade in Pennsylvania in 2007 was lower than that of
previous years. Taking into account seasonal changes, the numbers employed in January and July especially were lower than that of previous years (BLS 2008). However, the number of workers in the retail trade industry earning minimum wage or below increased from 9200 in 2006 to 37,500 in 2007, an increase of 9 percent as a percent of total employment.

Pennsylvania retail trade employment showed modest declines in the time frames of 1-month and 3-months after the January minimum increase (down 1,900 and 100, respectively). National retail trade employment grew more slowly than the national 10-year average, as well (Commonwealth of Pennsylvania 2008).

Grocery Stores: More than any other industry, employment in grocery stores is exceptionally volatile from month to month. Employment, however, steadily increased in the grocery industry in Pennsylvania since July 2007. There was an initial downturn in January of 2007—this could have been due to the first minimum wage increase or several other events, such as seasonal, post-holiday declines or industry-specific hardships (such as increases in food prices).

Other States

In 2006 there were 23 states with higher minimum wages than Pennsylvania. After the wage increase in 2007, only 9 had higher rates (Commonwealth of Pennsylvania 2008). Job levels in states that increased their minimum wage tend to follow the typical job levels of the U.S. There were little discrepancies among earlier states surveyed, regardless of when their minimums increased.

Inflation

Finally, we look at the aggregate prices in the economy to see whether or not the increase in the minimum wage was passed on to consumers. The data on this is mixed. Looking at the CPI for both Pennsylvania and the U.S., we see a definite spike in PA CPI in January 2007 (a difference of increase of 0.1% over the U.S.) rising all the way up to a difference of 0.4% in March. This higher-than-average inflation, however, was not seen in July, after the second wage increase, when the CPI actually went down relative to the United States. Historically, the CPI in Pennsylvania tends to follow the same trends as the CPI of the U.S. This difference, therefore, might be significant. Most likely, producers were raising prices both as a reaction to the January wage increase and as a preemptive strike against the July increase. By the end of 2007, the CPI in Pennsylvania was back in line with the United States’ average.

Conclusions

The primary conclusion from this study is that employment was little affected in Pennsylvania after the minimum wage was increased. Some sectors tightened, some expanded, but almost all fell in line with what was happening in the nation as a whole. It must also be noted that those who make at or below minimum wage are a small portion of the total number of persons employed (between 9 and 13 percent of PA workers, compared to roughly 5 percent for the U.S. as a whole) and thus changes in their employment do not dramatically alter aggregate employment numbers. Even when examined on their own scale, the negative employment effects of the minimum increase are so small and affect such a small number of workers that the effects are generally still not felt.

Future research will focus on other variables linked to the minimum wage. Non-employment factors can often affect the minimum wage worker, including a reduction in healthcare benefits, a reduction in government assistance, and a reduction in secondary employment. It is very difficult to discern, by simply looking at employment numbers, how many minimum wage workers may have lost their second- or third-jobs. They are still employed, technically, but lose the extra income they would have previously received. Likewise, government assistance (such as discounted or free housing) is often cut off when income rises above a certain level – many part-time minimum wage workers may have seen...
that it was better to not work than make too much money for their federal assistance. Large-scale worker surveys need to be attempted in order to fully understand these other factors.
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READABILITY OF INTERMEDIATE ACCOUNTING TEXTBOOKS
Kenneth J. Plucinski, State University of New York at Fredonia

Abstract
Selecting a textbook for use in intermediate accounting courses can be a challenging task for faculty. Many criteria may be considered in such decisions, including a textbook’s readability level. Using a widely-used readability index, this study analyzes the predicted readability of seven intermediate accounting texts. T-tests are performed to determine whether significant differences exist between the textbooks. The study finds no compelling evidence, in terms of readability, to choose any one of the texts over any other. These findings can be useful to adopters and editors of intermediate accounting textbooks.

Introduction
The selection of a textbook for use in intermediate accounting courses is an important decision for faculty. Since the intermediate accounting course sequence is at the core of the typical accounting curriculum, all accounting majors are affected by their decision. But the text selection process is complicated by the large number of text attributes for faculty to consider. Such attributes may include: a text’s pedagogical approach; coverage of material; exhibits, charts, and vignettes; end-of-chapter material; student and instructor supplements; and authors’ reputations, as well as instructors’ past experiences with the text. Faculty may also wish to consider a text’s readability.

Readability may be defined as the degree to which a class of people finds certain reading matter compelling and comprehensible (McLaughlin, 1969). “Readability” should not be confused with “legibility,” which refers to the ease of being read. Readability, in this context, refers to the qualities of writing which are related to reader comprehension. A variety of techniques have been used to predict readability, including several readability indexes (or formulas) which have been used widely since the 1950s. Examples of readability indexes include SMOG (developed by McLaughlin), Flesch Reading Ease, Flesch-Kincaid Grade Level, Gunning-Fog, and Fry.

Information on readability can be helpful to faculty when making textbook adoption decisions. Indeed, one of the criteria to which faculty attach the most significance in those decisions is textbook comprehensibility (Smith & DeRidder, 1997), which can be predicted, at least in part, using a readability index.

Literature Review
Little study of the readability of accounting texts has been undertaken over the last 25 years; only six such published studies are identified. Two of the studies, Traugh et al (1987) and Sullivan and Benke (1997), concerned introductory accounting texts only. The other four studies, Razek et al (1982), Adelberg and Razek (1984), Flory et al (1992), and Davidson (2005), concerned (at least in part) intermediate accounting texts.

Razek et al examined the readability of six intermediate and six advanced accounting textbooks; they found no significant differences among the intermediate books. Adelberg and Razek, using a very different methodology from the Razek et al study, found that the level of understandability varied significantly among some of the four intermediate accounting texts that they analyzed. The Flory study analyzed seven intermediate accounting texts and found little difference in the readability of the textbooks considered. Davidson considered the long-term trends of the readability of accounting textbooks, including that of 25 intermediate books published over five decades.
Since the Davidson study investigated trends over many years, it did not compare the readability of individual texts. And since the most recent readability study of individual intermediate accounting textbooks (Flory et al) is over 15 years old, and the textbook offerings have changed significantly since the Flory study, an update of the readability of intermediate accounting texts appears to be in order.

**Methods**

One of the six accounting textbook readability studies completed in the last twenty-five years (Adelberg & Razek, 1984) used the Cloze Procedure. That procedure gauges readability by deleting every fifth word from passages, then measuring the reader’s ability to restore the passages to their original form. The remaining five studies used readability indexes, specifically the Fog Index, Flesch-Kincaid Grade Level, or Flesch Reading Ease. These indexes use a formula based upon characteristics of text passages, such as average word length, average sentence length, and word complexity, to generate a readability score.

**Choice of Readability Index**

This study uses the Flesch-Kincaid Grade Level for several reasons. Four of the six past studies used one of the Flesch measures. In addition, the most recent comparison of intermediate accounting texts, conducted by Flory et al, used a Flesch measure. Finally, since the Flesch-Kincaid index can be easily generated using word processing software, a large amount of text can be readily analyzed with results that are objective and easily replicated.

**Flesch-Kincaid Grade Level**

The Flesch-Kincaid Grade Level has its roots in the Flesch Reading Ease formula developed in 1948 by Rudolf Flesch. In 1975, J. Peter Kincaid tested over 500 enlisted United States (U.S.) Navy personnel on a reading-comprehension test and also on passages from Navy training manuals. This enabled him to derive a version of the Flesch Reading Ease formula which yielded reading grade-level scores. The resulting Flesch-Kincaid Grade Level has since been adopted by the U.S. military services as the basis for deciding whether technical manuals from suppliers meet their readability requirements (Pearson, 2002). The Flesch-Kincaid index is now one of the leading readability indexes. It is used extensively by the U.S. government and others, and it is included as a grammar-checking feature in the word processing software, Microsoft Word (MS-Word).

The Flesch-Kincaid Grade Level formula is based upon sentence length and word length. It rates text on a U.S. school grade level. For example, a score of 11.0 means that an eleventh grader can understand the document. The formula is:

$$(0.39 \times \text{ASL}) + (11.8 \times \text{ASW}) - 15.59$$

where:

- \(\text{ASL}\) = average sentence length (the number of words divided by the number of sentences)
- \(\text{ASW}\) = average number of syllables per word (the number of syllables divided by the number of words)

(Pearson, 2002)

This study uses MS-Word to calculate the Flesch-Kincaid Grade Level of select passages. The formula used by MS-Word is confirmed by agreeing the formula above to that specified in the MS-Word help file. The MS-Word calculation is then validated by manually applying the formula above to a 200-word passage and agreeing the result to that provided by the grammar-checking function in MS-Word.

**Selection and Adaptation of Text Passages**

An exhaustive search of intermediate accounting textbooks currently being published in English by major publishers yields seven such books. Four of the texts are full-length, “traditional” intermediate accounting texts, averaging 1,351 pages per text. The remaining three texts are shorter, “abridged” texts, averaging 1,071 pages per text. The traditional and abridged texts are listed in Tables 1 and 2, respectively, along with each textbook’s particulars. Six chapters are selected for analysis from throughout those texts.

The chapters (topics) targeted from the first half of the texts are those covering: balance sheet; inventory;
and, plant and equipment. The chapters (topics) targeted from the second half of the texts are those covering: stockholders’ equity; income taxes; and, leases. This approach provides passages for analysis from throughout the texts, covering about 27 percent of each traditional text (33 percent of each abridged text), based upon an average of 22 chapters per traditional text (18 chapters per abridged text). The amount of text material thereby analyzed far exceeds that of any previous study of accounting textbook readability.

Digital (computer) files of each of the six target chapters of each textbook are obtained from their publishers or authors. All files are then converted or imported into MS-Word for analysis. The selection of material for analysis is driven by the topics rather than by the chapter. Each of the six topics generally appears in a chapter of its own; when it does not, only the target material is analyzed. For example, if a chapter includes the balance sheet and the statement of stockholders’ equity, only the balance sheet material is analyzed. When a text devoted two chapters to a main topic (e.g., inventory, plant and equipment, or stockholders’ equity in the traditional texts), only the first of the two chapters is analyzed. Only the sentences in the body of the chapters are subjected to analysis. Appendices are excluded. Since the Flesch-Kincaid formula analyzes only sentences, all material in figures, exhibits, and headings is omitted from analysis. Since material in graphics and vignettes cannot be readily converted to plain text by word-processing software, it is also omitted. End-of-chapter material (e.g., vocabulary, review, problems) is omitted as well, since it is largely quantitative/tabular in appearance and does not match the textual nature of the Flesch-Kincaid index.

When a colon appears at the end of a sentence, it is replaced with a period when the sentence is originally followed by a calculation, list, figure, or journal entry. This is necessary because, in the Flesch-Kincaid calculation, MS-Word does not recognize a colon as the end of a sentence. Since calculations, lists, figures, and journal entries are removed from the text, a sentence with a colon preceding an entry, for example, would have been combined with the one following the entry, thereby inflating the length of the sentence. In that case, replacing the colon with a period “ends” the sentence before the entry. Colons appearing in sentences that eventually ended in a period are unchanged.

After converting, importing and pruning all files, the spelling and grammar function in MS-Word is applied to all files to correct occasional errors that arise and then to obtain the Flesch-Kincaid Grade Level. The text matter in the target chapters is not just sampled; the entire text matter of each of the six target chapters of each textbook is subjected to the Flesch-Kincaid calculation.

**Results**

**Comparison of Textbooks by Chapter**

Table 3 shows the Flesch-Kincaid Grade Levels for the six target chapters in each of the textbooks. Mean grade levels for the six target chapters analyzed in each text are also shown. The results for the traditional texts are grouped separately from the abridged texts. Since the grade level indicates the U.S. school grade level required to understand a text passage, the lower the grade level the more readable the chapter.

An examination of Table 3 shows no clear trending in the overall readability levels of the traditional texts. The Kieso text is the most readable (has the lowest grade level) for four of the six chapters. However, the Spiceland text has the lowest grade level for the remaining two chapters and also has a mean grade level (13.5) that is very close to that of the Kieso text (13.3). The Nikolai and Stice texts have the highest grade levels; each has the highest individual chapter grade level for three of the six chapters; however, they have equal mean grade levels (14.1).

The abridged texts show similarly dispersed results. While the Norton text has the lowest grade level for four of the six chapters, the Warfield text has the lowest grade level for the two remaining chapters. However, the Warfield text has a mean grade level (13.3) that is very close to that of the Norton text (13.2). The Revsine text was the least readable (highest grade level) of the abridged texts for five of the six chapters examined.
Overall Comparison of Textbooks
While some texts are more readable than others for select chapters, no one text is more readable (nor less readable) than the other texts for all six chapters. In addition many of the grade levels for each chapter, while different between texts, are very close to each other. Clearly, statistical tests are required to determine if significant differences exist between the texts overall (i.e., mean grade levels).

While the entire text of each target chapter is analyzed, those results constitute sample passages relative to the text overall. Therefore, T-tests are performed to determine whether significant differences exist between the textbooks overall. Independent-samples T-tests are performed on the sample means, without assuming equality of variances. Table 4 shows the p-values of differences between the grade level means of each textbook.

No significant differences exist between the mean grade levels of the traditional texts, at the .01 and .05 levels. The same is true of the abridged texts. At the .10 level (p-value of .087), the Kieso text is significantly more readable (lower mean grade level) than the Stice text; both are traditional texts. Also at the .10 level (p-value of .099), the Norton text is significantly more readable than the Revsine text; both are abridged texts. Finally, a significant difference exists at the .10 level (p-value of .086) between the Stice (traditional) text and the Norton (abridged) text.

Faculty are likely to consider only the traditional texts, or only the abridged texts, in their adoption decisions, in accordance with their course requirements. There were only two instances of a significant difference between two texts within the same category (traditional or abridged), and those differences were only significant at the .10 level. Therefore, in terms of readability, there appears to be no compelling evidence to prefer one text over another text in the same category.

The results of this study are consistent with past studies of the readability of intermediate accounting texts using readability indexes. Those studies, Razek et al (1982) and Flory et al (1992), both found little or no significant differences among the intermediate accounting texts that they analyzed. Both studies used the Flesch Reading Ease Index, the precursor of the Flesch-Kincaid Index used in this study.

An interesting observation concerns the results of a study of the readability of introductory managerial and financial accounting textbooks also conducted by the author (and his co-authors). That study was conducted at about the same time as this study, using the same methods. In the introductory accounting textbook study, however, one text’s overall predicted readability was found to be significantly higher than all of the other texts. Another text was found to be significantly less readable than all but one of the other texts (Plucinski et al, 2008).

Conclusions
If faculty place substantial emphasis on readability in selecting an intermediate accounting textbook, they should strongly consider the results of this study. In terms of readability, there is no compelling evidence to choose any one of the texts over any other. Faculty can therefore base their text adoption decision entirely on other factors, such as a text’s pedagogical approach, coverage of material, exhibits, and supplements.

Editors of intermediate accounting texts can also use these findings. There is more to comprehensibility of a subject than the readability of text matter. The diagrams, charts, demonstrations, calculations, and figures included in textbooks are intended to aid in the student’s comprehension of the subject matter. Nonetheless, long, complicated sentences, while sometimes necessary, may hinder a student’s comprehension when used extensively. Textbook editors may use these findings to set their expectations of authors of future intermediate accounting textbooks.

Limitations
One limitation in this study concerns readability formulas in general. They assume that the lower the readability level the better; but an unrealistically low readability level may lead to lower transferability of the content. In addition, readability formulas predict readability; they do not measure it. More costly and
time-consuming techniques such as the Cloze Procedure are necessary to actually measure readability. While there have been many critics that questioned the validity and value of readability formulas, there is ample research to suggest that formulas, despite their faults, can predict whether one piece of text will be easier to read than another (Pearson, 2002).

Secondly, the results of this study should not be the sole basis for judging the appropriateness of a particular intermediate accounting textbook. Only the main body of each target chapter was analyzed in this study. The calculations, vignettes, journal entries, charts, exhibits, graphics, figures, and end-of-chapter material are excluded from analysis. Ancillaries such as instructor and student supplements are also not considered. It is likely that faculty will subjectively evaluate the effectiveness of this material separately from the main body of the textbook.

Finally, as Smith and DeRidder (1997) indicated, business faculty, when making a textbook selection, attach the most significance to comprehensibility to students, timeliness of text material, compatibility between text material and homework problems, and exposition quality of text, respectively. The first of those criteria, comprehensibility, is addressed (at least in part) by this study. Future studies might address comparisons of texts based upon the remaining criteria.
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### TABLE 1. Traditional Intermediate Accounting Textbooks Analyzed

<table>
<thead>
<tr>
<th>Authors</th>
<th>Kieso, Weygandt, Warfield</th>
<th>Nikolai, Bazley, Jones</th>
<th>Spiceland, Sepe, Tomassini</th>
<th>Stice, Stice, Skousen</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Title</strong></td>
<td>Intermediate Accounting</td>
<td>Intermediate Accounting</td>
<td>Intermediate Accounting</td>
<td>Intermediate Accounting</td>
</tr>
<tr>
<td><strong>Edition</strong></td>
<td>12</td>
<td>10</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td><strong>Year</strong></td>
<td>2007</td>
<td>2007</td>
<td>2007</td>
<td>2007</td>
</tr>
<tr>
<td><strong>Publisher</strong></td>
<td>Wiley</td>
<td>Thomson</td>
<td>McGraw-Hill</td>
<td>Thomson</td>
</tr>
<tr>
<td><strong>No. of Pages</strong></td>
<td>1416</td>
<td>1300</td>
<td>1248</td>
<td>1440</td>
</tr>
</tbody>
</table>

**Chapter Nos.:**

<table>
<thead>
<tr>
<th>Balance Sheet</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inventory</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Plant &amp; Equipment</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Stockholders' Equity</td>
<td>15</td>
<td>16</td>
<td>18</td>
<td>13</td>
</tr>
<tr>
<td>Income Taxes</td>
<td>19</td>
<td>19</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Leases</td>
<td>21</td>
<td>21</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

### TABLE 2. Abridged Intermediate Accounting Textbooks Analyzed

<table>
<thead>
<tr>
<th>Authors</th>
<th>Norton, Diamond, Pagach</th>
<th>Revsine, Collins, Johnson</th>
<th>Warfield, Weygandt, Kieso</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Title</strong></td>
<td>Intermediate Accounting</td>
<td>Financial Reporting and Analysis</td>
<td>Intermediate Accounting: Principles and Analysis</td>
</tr>
<tr>
<td><strong>Edition</strong></td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td><strong>Year</strong></td>
<td>2007</td>
<td>2005</td>
<td>2008</td>
</tr>
<tr>
<td><strong>Publisher</strong></td>
<td>Houghton-Mifflin</td>
<td>Prentice-Hall</td>
<td>Wiley</td>
</tr>
<tr>
<td><strong>No. of Pages</strong></td>
<td>989</td>
<td>1088</td>
<td>1136</td>
</tr>
</tbody>
</table>

**Chapter Nos.:**

<table>
<thead>
<tr>
<th>Balance Sheet</th>
<th>4</th>
<th>4</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inventory</td>
<td>8</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Plant &amp; Equipment</td>
<td>9</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Stockholders' Equity</td>
<td>17</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>Income Taxes</td>
<td>16</td>
<td>13</td>
<td>15</td>
</tr>
<tr>
<td>Leases</td>
<td>14</td>
<td>12</td>
<td>17</td>
</tr>
</tbody>
</table>
### TABLE 3. Computed Flesch-Kincaid Grade Levels of Textbook Chapters

<table>
<thead>
<tr>
<th>Chapter Content</th>
<th>Traditional Texts</th>
<th>Abridged Texts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Kieso</td>
<td>Nikolai</td>
</tr>
<tr>
<td>Balance Sheet</td>
<td>13.9</td>
<td>14.2</td>
</tr>
<tr>
<td>Inventory</td>
<td>13.2</td>
<td>14.0</td>
</tr>
<tr>
<td>Plant &amp; Equipment</td>
<td>12.7</td>
<td>14.1</td>
</tr>
<tr>
<td>Stockholders' Equity</td>
<td>12.3</td>
<td>13.2</td>
</tr>
<tr>
<td>Income Taxes</td>
<td>14.2</td>
<td>15.6</td>
</tr>
<tr>
<td>Leases</td>
<td>13.3</td>
<td>13.3</td>
</tr>
<tr>
<td>Mean</td>
<td>13.3</td>
<td>14.1</td>
</tr>
</tbody>
</table>

### TABLE 4. T-Test Results: P-Values of Differences Between Textbook Grade Level Means

<table>
<thead>
<tr>
<th>Textbook Author, et al (Mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[T] Kieso (13.3)</td>
</tr>
<tr>
<td>[T] Nikolai (14.1)</td>
</tr>
<tr>
<td>[T] Spiceland (13.5)</td>
</tr>
<tr>
<td>[T] Stice (14.1)</td>
</tr>
<tr>
<td>[A] Norton (13.2)</td>
</tr>
<tr>
<td>[A] Revsine (14.1)</td>
</tr>
</tbody>
</table>

**Notes:**  
[T] - Traditional Text;  
[A] - Abridged Text.  
* Statistically significant difference at the .10 level.
AN EXPLORATION OF THE RELATIONSHIP BETWEEN MOTIVATION AND THE INTENTION TO STAY IN A HIGHER EDUCATION PROGRAM
Tracy H. Porter, Cleveland State University

Abstract
Retention within the higher education community is an area of great concern to many colleges and university administrators. It is a statistic which many institutions publish on behalf of their admissions department and one which they constantly look to improve. The following is a research study which looks into the relationship between motivation and the intent to stay in a higher education program. A model of the motivation for students to stay in an academic program developed by Young (2004) was used as the framework for this study. The specific motivational variables which will be utilized in this study are interest in coursework, role models, encouragement and age.

Introduction
The decision of whether or not to pursue a college degree can be viewed as a very important step in career preparation as many careers require additional schooling beyond high school for entry. Still the decisions to not only pursue higher education but, to stay with a program until completion can often be difficult for many students. Studies have shown a university degree may enable a person to compete in a difficult market and their rate of unemployment is often lower than that of people with no higher education (NCVER, 1999; Lamb, 2001). Nationwide, more than half of those who enroll in public colleges or universities drop out before they earn a bachelor’s degree (Worthen, 1998). At Lamar University in Beaumont Texas the school’s enrollment has declined by 20% in recent years with a particularly low retention rate for freshmen (Montano & Utter, 1999). These students met all the admissions requirements for the schools in which they enrolled – the University of Nebraska or Ohio State, for example (Worthen). “While the percentages vary among institutions, it has been remarkably consistent overall” (Worthen, p. 62). Although many of the students make rational decision to leave higher education, most drop out because they have not developed the attitudes and skills necessary to become successful learners (Worthen). Unfortunately for many higher education programs retention is a key to the success of the student. The purpose of this paper is to determine the extent to which specific motivator variables influence the likelihood of students staying in a program of study.

The Problem with Retention
The available research demonstrates the need to understand why student’s retention issues in higher education should be addressed. According to Worthen (1998) “Those who don’t earn a college degree are also more likely to commit a crime and die sooner than those who graduate” (p. 63). Worthen continues to stress the need to address higher education retention with the following:

These people – who have already demonstrated to the satisfaction of the admissions office that they are capable of college work – join a workforce that many suggest is already undereducated. It’s clear their earning will be significantly less than those who have a college degree. As citizens they are less likely to participate in the democratic process. They will pay less in federal, state and local taxes and are more likely to need support from government social services (Worthen, p. 63).

According to Worthen (1998) if we want to pursue of a truly global economy than a better educated workforce must be a top priority within American culture. Higher education needs to educate more people and more effectively than it is currently doing (Worthen). More students need to graduate and gain the knowledge, skills and attitudes of inquiry that encourages then to be continuous learners (Worthen). While there are many examples of bright, highly motivated students who are successful in college there are still too many who are not successful. Therefore colleges need to find ways to engage the equally bright, but less motivated, student in their pursuit of a degree. Certainly these students do not lack ability as they met the requirements to gain entry into the respective program. Perhaps the students
who are not successful do not know how to learn or are dealing with issues that could be better addressed by the college. As Worthen states, “They haven’t discovered the rewards of delayed gratification or how to plan for the future beyond tomorrow” (p. 63).

According to Turner, Lesseig and Fulmer (2006) the proper motivation is key to success for any student. Many researchers agree that motivating students is a primary task of educators (Turner et al). Though most researchers seem to agree to there is no “magic bullet” to motivation (Cox, 2000). As stated previously the question is why do students choose to leave higher education when a great deal of time and often expense was spent on gaining entrance to the program. An understanding of student’s motivations for pursuing higher education might allow some modification of student recruitment methods, institutional and teaching strategies and therefore increase retention overall (Bennett, 2004).

At one South African university the graduation rates were so low that the Department of Education began investigating the problem (Watson M., Mcsorley, Foxcroft & Watson, A, 2004). According to the Minister of Education, Kadar Asmal, in his report of February 2001

Retention rates would have to improve from the current 15% to at least 30% over the next five years. It is thus imperative that those learners who will succeed academically are identified and their developmental needs addressed (Ministry of Education, 2001).

At what point might we face the same challenges in the United States? This is the problem which is being addressed throughout the world.

The research of Young (2004) regarding the motivations for students to stay in an academic program was used as the framework for this study. Here the problem of student retention was researched in depth and a practical framework of variables was offered as possible areas which could be addressed to improve on this problem. Young felt the key to student retention and success in any higher education program was motivation (Young). Therefore motivation was studied through in-depth interviews and through these interviews the important motivating variables were discovered (Young).

The Theory Regarding Retention

The motivation to learn has long been considered an important predictor of learning and training effectiveness (Campbell, 1989). Learning motivation has been defined as the willingness to attend and learn material presented in a higher education program (Noe, 1986). “Whereas ability accounts for what individuals can do, motivation to learn influences the decision-making processes determining the direction focus, and level of effort individuals will apply to a learning activity” (Noe, Wilk, Mullen & Wanek, 1997). Therefore how does motivation affect retention within the college programs?

It is generally agreed that motivation has an effect on student performance and learning (Turner et al, 2006). The more often students realize the importance of the concepts learned in class the greater their interest and motivation will be during class (Turner et al).

Students can often feel overwhelmed by the numerous responsibilities associated with being a college student (Cole, Field & Harris, 2004). As a result, some will suffer a loss in motivation to perform and, even worse, a few will experience a severe state of depressed mood (Cole et al). Therefore it is imperative that the concerns of students be addressed and some specific recommendation be implemented by universities and instructors to possibly change these outcomes.

What can be done to increase the motivation of students especially is the critical freshman year. For example, according to a study which was conducted with first year accounting students, many of these students did not perceive much value from their initial courses (Turner et al, 2006). The purpose of their study was to determine if motivation could be increased by showing the relevance of the course material to a student. Through this research they determined that many freshman and sophomore
students recognized the importance of the courses but, still lacked enthusiasm. The motivational tool they employed was based on the presumption that the more students believe they will apply the concepts of the course to their career, the greater their interest and enthusiasm for the course. The results were encouraging and showed that relating concepts to chosen professions clearly enhanced the learning process and made the course more interesting and relevant to students.

According to Colquitt, LePine and Neo (2000) dispositional, attitudinal and situational characteristics are predictors of learning motivation. This would be at the beginning of their college career. Still, according to Noe (1986) learning motivation is malleable and changes over time. He postulates that one can expect that a student’s level of learning motivation to change over the course of the term. It might increase, decrease or stay the same depending on the situational characteristics they find themselves in (Cole et al, 2004). They tell us that when the motivational level of the student is low or the academic environment is perceived as stressful, then the acquisition of knowledge is likely to suffer. This is further upheld by Brackney and Karabenick, (1995) who state if students evaluate academic demands as a threat, and appropriate coping mechanisms are not in place, they are likely to experience a decrease in motivation and effort. How might this research be relevant to this study?

Young (2004) addressed this problem through a study of students from low socioeconomic backgrounds in Australia who often did not work toward a college degree. Here a qualitative approach to the issue was taken through extensive interviews of students who had completed a high school degree. Specifically the region of Elizabath was chosen because it was identified as having the third lowest rate of university participation in Australia (7.6%). The average rate for Australia is 24.2% and therefore people from Elizabeth were accessing higher education at less than 1/3 the national average.

The sample in Young’s study included 28 participants who lived in the region and had the basic qualification to attend higher education and be successful. Twelve of these people had progressed straight from high school to college and 16 had at some point left high school believing that to be the end of their education.

From the 28 interview transcripts five motivator variables emerged. These motivator categories are nature of work, interest, role models, competition and encouragement (Young, 2004). In this research barriers to the successful achievement of a degree were also noted,

One would expect barriers encountered by individuals would be multiple, occurring in a variety of forms across a long span of time from the point where individuals begin to consider university study to that of granting with a degree (Young, 2004, p. 439).

In the study conducted by Young (2004) these barriers were distance from the college, Geographical discrimination, isolation and finances. For the current study these barriers (controls) were changed to marital status, gender and employment status as these are assumed to impact a student’s ability to be successful in college in the United States.

According to Young (2004) barriers related strongly to the experiences noted in the interviews. In development of Young’s motivators model it was noted that there is a process involved where individuals took information from their environment and converted this into self-expectation before they could access higher education. Young defines barriers as factors that prevent or obstruct the development of such an expectation within the mind of the student.

The specific variables in the model emerged through the interviews. For example, nature of work emerged from the positive and negative aspects of school work during the interviews. Positive being the kind of work that people would like to do and negative being the kind of work that people would prefer not to do (Young, 2004). Many of the participants noted the importance of these positive and negative aspects as motivators for going to college and completing a
degree. The negative aspects of school, such as the treatment by the teachers, were found to be particularly strong in relation to motivation.

Interest became an important variable in the model as it involved a desire to study either a general or a specific subject. For many of the participants their level of interest was regulated by, “a push of discomfort and the pull of hope” (Young, 2004, p. 451). This is further described as the following:

Change in individuals is often brought about by the dual pressure of a person’s circumstances being uncomfortable, unhappy, unfulfilling juxtaposed against the vision and promise that thing can be improved (Young, 2004, p. 451).

Six of the participants noted that a negative Nature of Work was juxtaposed with the pull of hope for a better life. Therefore this hope for a better life and the material things which come as a result of this life had a positive effect on their interest in the work. role models became evident as being important and the participants noted with great pride how they were often the first in their families to qualify for college.

Encouragement became evident as another important variable as the participants talked of the importance of encouragement from adults in their lives. In particular encouragement from their parents to attend college. Through the study it became evident that many of the parents were hampered by a lack of information regarding college and this had a significant impact on their ability to encourage their children. “Parents who are not aware of the potential benefits of higher education may well fear the financial and social implication for both their children and themselves” (Young, 2004, p. 441).

Role Models were shown to be an important variable during the research process. Many of the participants who had contact with professionals were shown to be more interesting in pursuing a higher degree. 17 of the participants noted a person in their lives who could be interpreted as a positive role model.

Based upon the available literature on this topic the research question which will be addressed during this study will be:

1. What is the relationship between interest in coursework, role models, encouragement and age to a student staying in a higher education program?

The research of Young (2004) was chosen because it studied the effect of specific motivating variables on the ability of students to be successful in college.

In this study nature of work and interest have been collapsed into one independent variable called interest in coursework, role model is defined as the educational level achieved by the student’s role model, encouragement is defined as the level of encouragement received from faculty members and competition was changed to age.

Thus:

H1: The motivating variables of interest in coursework, role model, encouragement and age have a positive effect on the intention of the student to remain in a higher education program.

Method

Sample

The participants in this study were current students in the Weekend College Program at Lakeland Community College. This is a program which has been in effect for only three years and the total population is relatively small. Therefore all current students (93) were sampled for this study. The participants were given full disclosure of my role as researcher and also my role as a previous instructor in the Weekend College program. Some of the participants were previous students in my courses. The research objectives were clearly explained to all participants and the collection procedures explained. It was important that the participants understood that all data would be completely anonymous. The final sample which was used for analysis included 50 respondents and there were 43 non-respondents.
Measures

The data collection method which was employed for this study used a number of measures to collect data for testing the motivating variables. Specifically the Overall Job Satisfaction Survey (Brayfield and Rothe, 1951) was used to measure interest in coursework. This measure had an alpha level of .05 and interest in coursework was shown to be significant at p < .02. Age was measured with a single scale item which requested the birthdates of the participant. The role model was measured by a single scale item which asked the highest level of education achieved by the student’s role model. Encouragement was measured through a single scale item which asked the level of encouragement the student received from the faculty. The reliability for this measure range from .88 to .91 (Moorman, 1991; Pillai, Schreisheim & Williams, 1999; Shore, Newton & Thorntom, 1990).

The dependent variable was measured by asking the respondents to give a percentage chance that they would complete their degree. This was a single scale open-ended item on the measure.

The survey was modified to reflect the fact this was being done within a college environment instead of an organization. Specifically the words “job” was replaced with “coursework” for several of the scale items. A copy of the instrument to be used is included in Appendix 1.

In addition, demographics were assessed to be used as controls in the analysis. These included marital status, current employment status and gender. These were chosen as they would have an impact on the daily lives of the students and therefore it is assumed they would affect the motivation of a student to continue in a program.

Procedure

The survey was mailed to the entire population of Weekend College (93) students. In order to assure the highest possible response rate the suggested administration process of Salant and Dillman (1994) was utilized.

First Mail out: A short advance notice was sent to all members of the sample.

Second Mail out: The actual mail survey was distributed about one week after the advance notice letter.

Third Mail out: A postcard follow-up was sent to all members of the sample four to eight days after the initial questionnaire.

Fourth Mail out: A personalized letter with a handwritten signature, questionnaire, and preaddressed return envelope with postage. This was sent to all non-respondents (Salant & Dillman).

A total of 52 surveys were returned. Two of these surveys were incomplete and only the first page was completed so these were discarded. Finally 50 surveys were considered to be appropriate for use in this study. Considering this research was being conducted during the summer semester and the surveys had to be sent via mail this was a good response rate.

The demographic characteristics of the final sample ranged in age from 22 years old to 68 years old. There were 38 females in the sample and 12 males. 34 of the respondents were married and 16 of the respondents were single. 46 of the respondents reported that they were working full time and 4 of the respondents were not currently employed.

Results

Analysis

Before the data could be analyzed all negatively worded scale items were reversed in accordance with the instructions on the original measure (Brayfield & Rothe, 1951). The specific scale items which were reversed are 3, 4, 6.8.10,11,14,16 and 18. According to Pallant (2005) this is done to prevent response bias.

The next step in the process was to calculate a total scale score for independent variable interest in
coursework. This variable was tested with the 18 items on the Brayfield and Rothe (1951) measure. These 18 items were added together with the aid of SPSS and transformed into the independent variable of interest in coursework.

Two methods were utilized to understand the available data. First descriptive statistics were done with the aid of SPSS. As noted in Table 1 the age range of the participants was 22 to 68 years of age with a mean age of 45 and a standard deviation of 10.41. The participants reported their role models ranged from 0 (high school degree) to 3 (doctoral degree) with a mean of 1.34 and a standard deviation of .89. In addition the range on encouragement from a faculty member went from 0 to 5 with a mean of 2.96 and a standard deviation of 1.00.

Second a multiple regression analysis was performed to examine how well age, role models, encouragement and interest in coursework could predict a student’s intention to complete a higher education program. The coefficients of the regression model are shown in Table 2.

Here the control variables only account for 1% of the variance for intention to continue ($R^2 = .019$) in the regression model; while model 2 (predictor variables) account for 30% of the variance for intention to continue ($R^2 = .300$).

The $R^2$ change demonstrates that in Model 1 (control variables) accounts for only 2% of the variance in the intention to continue. In Model 2 (predictor variables) account for 28% change in the variance on the intention to continue. This is a statistically significant contribution (.006). This significance is noted again in the ANOVA table where the model as a whole is $F (7, 42) = 2.573, p < .027$.

To determine which of the independent variables contributed to the equation the Coefficient table was analyzed. Here only one of the variables was statistically significant age ($β = .321, p < .04$). The other independent variables were shown to be nonsignificant. Also none of the control variables were shown to have any significance.

The Pearson correlation analyses reflects statistically significant relationships between the intention to continue and age ($r = .441, p < .001$) encouragement ($r = -.270, p < .03$) and interest in coursework ($r = .306, p < .02$). A nonsignificant relationship was shown with role model.

The excluded variables from Model 1 (controls) demonstrate a statistically significant contribution to the production of intention to continue and age ($β = .460, p < .002$) and interest in coursework ($β = .306, p < .04$). In this test the independent variables of role model and encouragement showed a nonsignificant relationship.

Discussion

Conclusions

Only part of the hypothesis could be supported through this study. There was clear support for the independent variables of interest in coursework and age throughout the regression analysis. The finding regarding interest in coursework was in line with the research of Young (2004). Age was a new independent variable but, the findings were in line with expectations. The students were generally in the same age range (mean = 44) and therefore were adults who were serious about pursuing an education.

There was partial support for the independent variable of encouragement. It was interesting to note the negative Pearson value for encouragement and still significance. In conversations with my professor we speculated that students who are successful in their coursework probably do not need encouragement from their professors and therefore do not seek it out. Those who are not as successful in their coursework are going to be in need of a great deal more attention from faculty. Therefore the negative correlation was noted.

There was no support for the independent variables of role model. Perhaps the way in which this variable was measured could be adjusted for future research. The inference can be made that the students did not need a role model in order to be motivated in their educational pursuits.
**Limitations**

A major limitation to this study was the time of year. During the summer the students in the Weekend College program are not in classes and therefore the only way to contact them was via the mail. The return could have been improved if the surveys could have been distributed and collected while they were in class.

The sample size for this study was not sufficient as there were only 50 samples for four independent variables. A sample of 60 would have been a more appropriate number for multiple regression analysis.

Another limitation to this study was the decision to change the independent variable of competition (Young, 2004) to age for this study.

Finally, there are additional control variables which should have been assessed. For example, whether or not the participants had children or the distance they must travel to attend school might affect their ability to be successful in college.

**Implications for Future Research**

The relationship between encouragement and the intention to continue produced interesting results through this study and therefore certainly lends itself to future research. The lack of consistency in the results of this study was confusing and in particular the negative Pearson correlation value of -.270 which was shown to be significant at .029.
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**Table 1**
Descriptive Statistics for All Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>N</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>50</td>
<td>22</td>
<td>68</td>
<td>.45</td>
<td>10.41</td>
</tr>
<tr>
<td>Role</td>
<td>50</td>
<td>0</td>
<td>3</td>
<td>1.34</td>
<td>.89</td>
</tr>
<tr>
<td>DV</td>
<td>50</td>
<td>50</td>
<td>95</td>
<td>86.40</td>
<td>8.00</td>
</tr>
<tr>
<td>Encourage</td>
<td>50</td>
<td>1</td>
<td>5</td>
<td>2.96</td>
<td>1.01</td>
</tr>
<tr>
<td>Intcrswrk</td>
<td>50</td>
<td>49</td>
<td>80</td>
<td>67.70</td>
<td>8.19</td>
</tr>
<tr>
<td>Marital Status</td>
<td>50</td>
<td>1</td>
<td>2</td>
<td>1.32</td>
<td>.47</td>
</tr>
<tr>
<td>Gender</td>
<td>50</td>
<td>1</td>
<td>2</td>
<td>1.24</td>
<td>.43</td>
</tr>
<tr>
<td>Working</td>
<td>50</td>
<td>1</td>
<td>2</td>
<td>1.08</td>
<td>.27</td>
</tr>
</tbody>
</table>

Table 2
Summary of Hierarchical Regression Analysis for Variables Predicting the effect of Motivation on the Students Intention to Stay in Higher Education (N = 50)

<table>
<thead>
<tr>
<th>Variable</th>
<th>b</th>
<th>SE b</th>
<th>Beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital Status</td>
<td>1.83</td>
<td>2.58</td>
<td>.11</td>
</tr>
<tr>
<td>Gender</td>
<td>.70</td>
<td>2.76</td>
<td>.04</td>
</tr>
<tr>
<td>Working</td>
<td>1.50</td>
<td>4.52</td>
<td>.05</td>
</tr>
<tr>
<td>Step 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital Status</td>
<td>-1.42</td>
<td>2.61</td>
<td>-.08</td>
</tr>
<tr>
<td>Gender</td>
<td>2.30</td>
<td>2.60</td>
<td>.12</td>
</tr>
<tr>
<td>Working</td>
<td>-1.32</td>
<td>4.24</td>
<td>-.05</td>
</tr>
<tr>
<td>Age</td>
<td>.25</td>
<td>.11</td>
<td>.32*</td>
</tr>
<tr>
<td>Role</td>
<td>-1.46</td>
<td>1.29</td>
<td>-.16</td>
</tr>
<tr>
<td>Encourage</td>
<td>-2.17</td>
<td>1.31</td>
<td>-.27</td>
</tr>
<tr>
<td>Intcrswrk</td>
<td>.25</td>
<td>.14</td>
<td>.25*</td>
</tr>
</tbody>
</table>

Note: *p < .05, standardized regression coefficients ($\beta$) are presented
Appendix 1

Instrument

Definition of the Independent Variables:

1. Nature of Work – This is defined as the positive (the kind of work that people would like to do) and the negative (the kind of work that people would prefer not to do) aspects of coursework.

2. Interest – The level of interest in the course work

3. Role Models – Does the student have any role models they are attempting to model themselves after

4. Encouragement – What sort of encouragement is the student receiving during their studies. Either from faculty, other students, family or friends.

Description: This measure, developed by Brayfield and Rothe (1951), uses 18 items to describe overall job satisfaction. The items form a one-dimensional measure of overall job satisfaction.

Measure: Responses are obtained using a 5-point Likert-type scale where 5 = strongly agree, 4 = agree, 3 = undecided, 2 = disagree, and 1 = strongly disagree.

1. My education is like a hobby to me.
2. My education is usually interesting enough to keep me from getting bored.
3. It seems that my friends are very interested in their educations.
4. I consider my education rather unpleasant.
5. I enjoy my education more than my leisure time.
6. I am often bored with my education.
7. I feel fairly well satisfied with my present school
8. Most of the time I have to force myself to go to class.
9. I am satisfied with my school for the time being.
10. I feel that my school is no more interesting than others I could attend.
11. I definitely dislike my school work.
12. I feel that I am happier in my school work than most other people.
13. Most days I am enthusiastic about my education.
14. Each day of school seems like it will never end.
15. I like my school better than the average student does.
16. My school is pretty uninteresting.
17. I find real enjoyment in my education.
18. I am disappointed that I ever attended this school.

Open – Ended Questions

19. What is your date of birth?
20. Think of a role model you might have. What is the highest educational level obtained by that person?
21. What is the likehood that you will stay in the program until you obtain a degree? Please give a percentage_________________.
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EFFECTIVENESS OF ONLINE LEARNING AND VIRTUAL TOOLS
IN ASSISTING ENTREPRENEURS WITH BUSINESS PLANNING
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Abstract

The purpose of the study is to determine if the integration of online courses and tools have an effect on entrepreneurs in business planning and business start-up behavior. An extensive literature review on online learning specifically related to entrepreneurs provides a foundation for the first step in assessing the effectiveness of a blended learning program for entrepreneurs. A synthesis of the literature indicates that online learning is as effective in promoting learning as face-to-face (FTF) instruction when measuring traditional learning outcomes. Following this finding, a qualitative study was done comparing the achievement of milestones between entrepreneurs who used online learning with entrepreneurs who did not use online learning. Though causality was not determined, the study confirms (p < .0001) that entrepreneurs who participate in online learning courses and who utilize virtual tools are more likely to complete business decision and planning milestones than those who do not. Practical applications of both the qualitative and quantitative aspects of this study are discussed as well as further possible investigations into identifying causal factors and other effects of online learning and virtual tools.

Executive Summary

A Small Business Administration (SBA) Portability Grant funded a study to determine the effectiveness of using online learning modules and tools with entrepreneurs. Our first task was to conduct a search of the literature regarding online learning and entrepreneurs. The literature review concluded that a constructivist theoretical framework (Huang, 2002) of learning is important to entrepreneurial learning and online learners. Because of the dearth of research specifically addressing the effectiveness of online learning with entrepreneurs, a synopsis of entrepreneurial learning styles in general is also reviewed. Both qualitative and quantitative studies were included in the literature review. A summary of online learning effectiveness studies that consider student learning attributes is found in Table 1 in the appendix.

Based upon the search of the literature, we can qualitatively conclude that online learning is as effective in promoting learning as face-to-face (FTF) instruction when measuring traditional learning outcomes. However, many of the research designs used in the online quantitative research are considered weak designs.

Entrepreneurial learning style research supports the importance of collaboration and mentoring for entrepreneurs. In addition, learning disabilities and spirituality are confirmed as important aspects of learning for various groups of emerging disadvantaged entrepreneurs.

We further investigated the topic by conducting a quantitative study to determine if blended learning (a combination of online and FTF instruction) was effective in helping entrepreneurs achieve their goals. The participants in the study were clients of Small Business Development Centers. Those who completed online learning and used virtual tools as a part of their consulting engagement were compared to clients who did not complete any online learning courses or use any virtual planning tools as a part of their consulting engagement. The dependent variables were milestone behavior such as making the decision whether or not to go into business and/or completing a business plan. The dependent variable was tested using a chi-square analysis. Though
causality was not determined, the study confirms (n = 2004, \( \chi^2 = 21.3, p < .0001 \)) that entrepreneurs who participate in online learning courses and who utilize virtual tools are more likely to complete business decision and planning milestones than those who do not.

Both the qualitative and the quantitative findings are important to future research because the learning needs of entrepreneurs are very different than the traditional college age students that were used in the reviewed research concerning the effectiveness of online learning. This will inform future research for entrepreneurial outreach programs that are interested in using online learning and online tools to help entrepreneurs launch new businesses. As entrepreneurial outreach programs struggle with scarce resources, funding agencies will promote technology as a way to stretch declining program funding. However, as entrepreneurial educational outreach programs are encouraged to offer more online learning options, small business educators and mentors will need to understand the implications of offering online learning to entrepreneurs. This paper offers some insight toward that end.

**Introduction**

Information, knowledge and course content are becoming increasingly more available on the World Wide Web (WWW) at little or no cost. Horrigan and Smith (2007) reported that almost 50\% of U.S. adults had broadband connections in their homes in their recent Digital Future Report of U.S. Households. They also report that the Internet is perceived by users as a more important source of information – over all other principal media, including television, radio, newspapers, and books. In fact, 80\% of Internet users, age 17 and older, consider the Internet an important source of information.

Small business owners are increasingly turning to the WWW for information and learning needs. While there are numerous studies about the implications and effectiveness of online learning, there are questions about how and why entrepreneurs might benefit from online learning differently than other adult learners. Studies concerning the way that entrepreneurs learn indicate that they use different strategies for learning than most adults, and therefore there may be important implications for why online learning might be more or less effective with this group of learners.

Serial entrepreneurs are often described as careful planners who are innovative and self-directed. Increasingly, programs serving the educational needs of entrepreneurs are turning to online learning to provide education and knowledge to aspiring entrepreneurs. Despite this move on the part of entrepreneurial education programs toward online learning there is very little research about the effectiveness of online learning with entrepreneurs. Some educators are beginning to use a blended learning approach that is defined by Bonk and Graham (2006) as combining face-to-face (FTF) instruction with computer-mediated instruction. This may be in response to problems reported by Martinez (2003) concerning attrition, persistence and completion rates associated with online learners. At this time, it is important to question the implications for entrepreneurial learners as policy makers and funding agencies push to transition these entrepreneurs to an online learning environment. This literature review will offer some information toward that end.

The purpose of this literature review is to discuss the research that addresses online learning effectiveness, completion rates, and factors that help predict success in an online learning program designed for the small business community. This literature review will first discuss the method used and participants involved in the online learning studies. Because of the dearth of literature addressing the effectiveness of online learning in the context of small businesses, a section addressing entrepreneurial learning styles precedes the online learning effectiveness findings. Research on how entrepreneurs learn will provide insights to help evaluate studies about online learning effectiveness. The method for review section discusses the search strategy used to select the articles for this literature review. The qualitative findings section will then highlight four themes found in the literature, concluding with implications for practice, and future research. Following that will
be a description of the quantitative aspect of the study.

**Method for the Review**

The electronic databases searched for this literature review include ProQuest, EBSCO and dissertation abstracts through World CAT. No articles were selected that were published prior to December 1999 because currency is an important issue with respect to online learning. The platforms and technology change so rapidly. Previous database searches in this area demonstrated a prolific amount of literature on the effectiveness of distance education versus FTF courses. However, distance education is a broader term used to define many other forms of learning beyond online learning course delivery. Therefore, online learning was the term selected consistently for this literature review search strategy. Effectiveness of online learning was paired with entrepreneur, small business, business, persistence, completion rates, and learning style as second level search terms. The 40 qualitative studies and 10 quantitative studies produced with this search criteria were reviewed and paired down to 11 quantitative studies, 10 qualitative studies, one mixed method study, and one government sponsored report. The online learning effectiveness quantitative studies are summarized in Table 1 in the Appendix. The entrepreneurial learning style discussion includes seven qualitative studies and one quantitative study.

**Participants in Research Literature**

The majority of the participants across the online effectiveness studies were traditional, enrolled, college age (18-24) undergraduate or MBA graduate students, with the exception being a dissertation study that surveyed business engineering staff, high school technical students, and customers as participants. With the exception of two studies, the online effectiveness research was conducted with business or computer science students attending American institutions of higher education. The studies were all conducted with institutions that are offering FTF, online, and blended courses on business or closely related topics as part of a regular degree program.

As noted in Table 1 in the appendix, the general topics highlighted in the studies included learning style, self-directed learning (SDL), readiness, intrinsic/extrinsic motivation, demographic characteristics, different types of learning task, quality of the communication with faculty and peers, support factors and previous experience with online learning. In a majority of the studies effectiveness was determined by comparing numerous student output measures through pre-test and post-test achievement scores. In addition, surveys were used in a majority of studies to solicit student perceptions about their achievement of the course objectives, their perceived learning outcomes, and their perceived satisfaction with the faculty who taught the course as well as the course itself. Most of the studies contrast similar courses that were offered as either a FTF or online course option for students to self-select their preferred course delivery mode. The exceptions were two studies by Benbunan-Fich and Hiltz (2003) and Terry (2007) that offered a blended mode of delivery as a course delivery option. The next section will explore selected pieces concerning entrepreneurial learning styles.

**Entrepreneurial Learning Styles**

This section explores issues surfacing in selected literature regarding entrepreneurs learning style that are included here to provide insight for using online learning with small business owners. These issues include experiential learning, learning through critical incidents, self-directed learning, learning through spirituality, and cognitive issues.

**Experiential Learning, Critical Incidents and Self-Directed Learning**

Van den Broeck and Willem (2007) explored the learning style of Belgian small business owners. This study reinforces the importance of small business owners using both reflective learning and continuous pro-active learning. This study found that entrepreneurs do not learn enough at the early stage of business formation and that their learning tends to be too reactive. Furthermore, the study notes that entrepreneurs often employ a disjointed learning style that makes it difficult for the learner to use critical
reflection as a means to reach higher levels of learning. The study determined that entrepreneurs do not place enough emphasis on “learning to learn.” Moreover, the learner’s gap between actual learning and required learning is thought to be due to the independent nature of small business owners, and the fact that their independent nature makes it difficult for them to adequately self-assess their learning needs. Furthermore, inadequate self-assessment is further compounded by the learner’s reluctance to seek help from the educational small business channels due to their self-reliant nature. The study concluded that mentors, support networks, and traditional courses are helpful to entrepreneurs who seek to turn experiences into learning moments, and this is reinforced by the fact that those who seek fewer educational learning channels tend to report fewer learning events. This study found that Belgian entrepreneurs think that personal experience is the best way to learn. However, this study also revealed that entrepreneurs have difficulty learning from critical incidents, and thus, tend to fail to use reflective learning effectively, without the help of mentors.

Cope and Watts (2000) used a phenomenological case study with six entrepreneurs to explore the complexity of entrepreneurs’ use of critical incidents as a higher order learning tool. They concluded that mentoring is essential for helping an entrepreneur interpret their critical incidents as a powerful learning outcome. In a later study, Cope (2003), using two business owners in a case study design, explored the importance of discontinuous events as they relate to the learning experiences of entrepreneurs. This study illustrates that discontinuous incidents can stimulate distinct forms of higher-order learning that are fundamental dimensions of both personal and business success. This study discusses the complexity of the relationship between entrepreneurs and their enterprise, due to the extreme levels of personal investment, and risk that owners take when starting their business. Cope also recommends further research into the affective dimension of critical incidents and its corresponding relationship between the emotional intensity of the event with the corresponding depth of personal reflection and learning. These studies demonstrate the importance of critical events, and they suggest that entrepreneurs require a communicative interface between the learner and mentor for higher level learning to be fully realized from the learners critical incidents. This reinforces the need for online learning programs to address this communicative element within the course design. These studies also suggest that there is an aspect to learning and reflective experience that may be best accomplished through FTF interaction between learner and mentor to fully capture the affective intensity of the learner’s critical incident.

Learner attributes associated with self-directed learners are frequently mentioned as critical enhancers to the effectiveness of online learning; O’Hara’s (2005) qualitative study states that entrepreneurs have many attributes associated with self-directed learners. This study also suggests that online learning helps develop entrepreneurial attitudes by the fact that students need to manage their own time and independent work in an online program.

**Cognitive Learning Issues**

Logan’s (2008) quantitative study found that 35% of U.S. entrepreneurs experience dyslexia, compared to only 1% of this incidence with U.S. corporate managers. The dyslexic entrepreneurs in the study indicated that they were either good or excellent at visualization learning task, oral communication, problem solving, and delegation, while the non-dyslexic entrepreneurs rated themselves as average or good on these same learning dimensions. Logan explained that dyslexic entrepreneurs might enhance their ability to apply creative solutions through their earlier years of learning to overcome obstacles resulting from their learning disability. Moreover, Logan believes that dyslexics learn to be exceptional oral communicators, and this enhances their ability to motivate their employees. Their disability also taught them to rely on, and trust other people at an early age making them exceptional delegators; which is often a missing attribute that can restrain entrepreneurs from pursuing business growth strategies because of their desire to micro-manage all aspects of the business.
Logan recommends that entrepreneurial learning programs offer a dyslexic friendly curriculum, one that promotes soft skill development, and Logan claims that lectures and case study that are typical pedagogical practices in FTF business programs are not ideal teaching methods for dyslexics.

**Spirituality and Cross Cultural Aspects of Entrepreneurial Learning**

An important issue for the entrepreneurial educational community concerns marginalized entrepreneurial learners and this section reviews several pieces toward that end. Smith's (2001) qualitative study investigated business success from the perspective of Black women entrepreneurs, who comprise one of the fastest growing segments of entrepreneurs. This study used an exploratory method to determine learning strategies employed by Black women entrepreneurs who were participating in an entrepreneurship educational program in New York State. Black feminist theory informed this study, as well as Smith’s experience as a Black woman entrepreneur and teacher. The study determined that the dominant learning strategies used by the participants included observation, listening, modeling, apprenticeship, collaborative learning, mentoring, and transfer of learning. Also, these strategies were used in both formal and informal learning settings, often simultaneously. More importantly, spirituality (faith in themselves as well as a higher being) was found to be a major factor in helping these learners overcome obstacles associated with starting a business. Smith found that spirituality provided the women an advantage, a base of support, a source of guidance, strength, and inspiration sustaining them through difficult times. Moreover, these Black women entrepreneurs also connected their spirituality with their need for balance between their mind, body and spirit, as well as to life and work, which comprise a measure of success for these learners.

Online learning could help foster spiritual learning by narrowing the distance of time and place between learners and through building online learning communities. Using asynchronous design strategies, online learning can offer a means for entrepreneurs to meet, discuss and share experiences, as well as a way to offer peer-to-peer mentoring, and sharing of ideas between peers. The literature regarding entrepreneurial learning styles helps inform the next section that discusses the literature about online learning effectiveness.

**Qualitative Findings**

This section will discuss four themes emerging in the findings of the online effectiveness studies including: a) dropout rates, persistence and motivation; b) student attributes and learning outcomes; c) cognitive engagement; and d) social factors influencing online learning.

**Dropout Rates, Persistence and Student Motivation**

The problem of online attrition rates and persistence is a common issue for online educational programs. According to Martinez (2003) attrition refers to the decrease in the number of learners engaged in a course of study. Martinez defines persistence as relating to the act of continuing toward an education goal. In a conceptual piece, Diaz (2002) noted online learners tend to be older, have completed more college credit hours, more degree programs and generally maintain a higher GPA than students enrolled in FTF courses. These learner characteristics are noted by Diaz as being well suited for self-directed study, such as online learning.

Online learning effectiveness research frequently overlooks those students who might have dropped a course before completion. These students are never counted in the final analysis of studies comparing effectiveness between various modes of learning that use end of course achievement scores as a measure of effectiveness. Consequently, when evaluating online learning effectiveness it is imperative to consider completion rates in relation to the overall evaluation of online learning versus FTF instruction.

Parker (2003) tested the hypothesis that a learner’s locus of control as measured by Rotter’s Locus of Control scale is a significant predictor of academic
persistence. Using groups of traditional and online community college students Parker was able to confirm that a student’s internal locus of control, and their academic persistence were shown to have a correlation of .83 (p=.05). Indicating that those students with higher internal locus of control and self-motivation are more likely to complete their online course study than students who scored as having an external locus of control and who are externally motivated.

Parker concludes by suggesting that a screening procedure should be used to determine a student’s locus of control prior to assigning them to online learning. As Parker hypothesized, an internal locus of control orientation, as the independent variable by the learner, predicted dropout rate with an accuracy of 80%. This study used two self-selected groups for the same classes and offered both classes in traditional FTF format and distance education format with the same syllabus, examination schedule and faculty. The results of the study concluded the locus of control was the greatest predictor of completion with the distance education program. Age, gender and number of previous distance education courses completed did not meet the completion group predictive criteria of this study.

Chyung (2001) carried out a seven year evaluation study determining the effectiveness of interventions implemented to improve student persistence rates with online learning. This study sought to improve the motivational appeal of the online course by using John Keller’s attractive, relevant, confidence, satisfaction (ARCS) model. The ARCS model focuses on making the online learning attractive and, relevant to learners. The model also seeks to improve student’s confidence and satisfaction levels toward their online learning. Using this model as a guide to improve the instructional design of online learning proved significant when Kirkpatrick’s evaluation model was used to measure results. Between the fall semester of 1989 and the fall semester of 1996, the average retention rate for online courses by the end of the third course was only 56%. When the interventions based on the ARCS model were implemented, the retention rate improved to 78% by the end of 1997, just three semesters after the interventions were implemented.

Student Attributes, Learning Styles, and Learning Outcomes

The studies discussed in this section considered students’ success in online learning by using more traditional pre-test and post-test measurements to evaluate knowledge or skill acquisition in the online learning course. Locus of control and student motivation are not only important learner attributes that affect students attrition rates in the online learning environment, but they are also important attributes when measuring student outcomes using traditional learning achievement measures such as pre-test and post-test scores. Issues such as learning style, degree of experience with online learning, cognitive engagement (e.g. deep or surface) learning, and intrinsic or extrinsic dimension of the student are all considered potential variables impacting effectiveness with online learning. Neuhauser (2002) used the Learning Modality Preference Inventory to test students’ learning styles. Of the most successful online students receiving at least an A or A-, 40% listed a visual learning style as either their preferred or one of their preferred learning styles, as compared to 66% listing a kinesthetic learning style as either their preferred or one of their preferred learning styles. In comparison, 43% of the FTF most successful students had a visual preference learning style, and 43% had a kinesthetic preferred learning style. The study found that there was no significant relation found between final grades and preferred styles of learning in either mode of learning.

Hsu and Shiue (2005) used the Self Directed Readiness Scale (SDLR) with 126 students taking FTF and two-way distance education courses to compare Taiwanese undergraduate students’ achievement on grades between similar courses with the same instructor. They found students’ educational score (prior GPA and SDLR) is a strong predictor for determining students’ success in distance education courses. This confirms that locus of control not only plays a pivotal role with enhancing completion rates.
with online learning but also enhances online learner outcomes.

Ashill, et al. (2006) hypothesized course structure, self-motivation, learning styles, instructor knowledge and facilitation, and interaction and instructor feedback would affect perceived learning outcomes. Although each of these factors were significant when measuring student satisfaction for the online course, only learning styles and instructor feedback were significant when measuring for student perceived learning outcomes. However, student user satisfaction with online learning was a significant predictor of learning outcomes. Although, perceived student satisfaction is impacted by significantly different learner attributes than perceived learner assessment of knowledge acquisition. This reinforces how important it is for educators to clearly define what they are measuring to determine effectiveness when discussing the issue of online learning effectiveness.

Finally, in a dissertation study by Fitzgerald (2003), there was support found for matching the type of activity (collaborative or self-directed) to the learner’s preferred learning style as a way to improve performance. This tends to contrast with the Ashill, et al. (2006) study which indicated the students learning style only impacted one aspect of the effectiveness (student perceived satisfaction). This may be a result of the Fitzgerald study using validated instruments to determine learners’ preferred learning style, as compared to Ashill’s et al. study that relied on the student’s reporting their perceived learning style. Fitzgerald also used a more diverse sample of older adults as participants in the study while Ashill, et al. used traditional college age (18-24) students.

Cognitive Load Theory, Cognitive Engagement and Knowledge Task

Cognitive load theory was raised in a qualitative piece by Tyler-Smith (2007) as an issue of concern in the context for online learning course designers. Cognitive load theorists believe that learning is first processed in short term working memory. Short term memory is very limited in the amount of new information that can be processed in a given time. Learning new complex material that has an under developed cognitive schema in long term memory, can cause our short term memory to overload, which causes the learner to become incapable of continuing with the learning task. Salmon (as cited in Tyler-Smith, 2007), stressed the importance of limiting the amount of content specific information in the early stages of an online course, to help reduce cognitive overload in the context of online learning. Tyler-Smith recommends that online learning instructors focus on doing E-activities that help foster group cohesion and self -identity as an online learner. Tyler-Smith also discusses the importance of starting the online course with a face-to-face meeting with the learners. This is important to help learners foster a group identity and to ease their angst over migrating to online learning. Tyler-Smith proposed a conceptual model that specifies five multiple learning tasks that the novice online learner is confronting. These include negotiating the technology, negotiating the course website, negotiating the course content, becoming an online learner, and negotiating the online course mediated- communication processes. An example of mediated communication is the online discussion forum where learners often experience cognitive load just trying to read through the extensive postings that are generated in an online class discussion. Similar experiences can cause the learner to become cognitively overloaded, leaving them to think that dropping the class is their only option.

In a qualitative piece Kirshner (2002) calls for enhancing competency-based education in online learning. Competency-based education is defined as the ability to enable learners to recognize and define new problems in their domain of study, while also solving these problems. Kirshner (2002) also states that competency-based education is a combination of complex cognitive and higher-order skills, highly integrated knowledge structures, interpersonal and social skills, and attitudes and values. Educators engaged with online learning need to consider these higher-order thinking skills required in new learning domains, and this requires educators to better understand and make use of the possibilities and to take into account the limitations of the human mind.
Richardson and Newby (2006) used the Study Process Questionnaire (SPQ) to examine the affect of learner motivation and learning strategy on learner outcomes. The SPQ scale defines students’ learning strategy and motivation as either surface or deep. Deep learners are highly engaged with the learning material. Surface learning involves learning what is necessary to get a passing grade. Students using surface strategy and surface motivation are less cognitively engaged with the course material. This study found as students gain more experience with online learning, the students’ achieving motive (e.g. working to get the highest grade) was replaced with an achieving strategy (i.e. better organization of their time and learning resources). Therefore, as students gain online experience, they are also learning to employ different learning strategies and they take more responsibility for their own learning. This study demonstrates online learning may be an important tool for educators who desire to increase their students’ self-directed learning skills. Integrating online modules with their FTF instruction may improve students’ self-regulatory learning skills. Furthermore, as students take more responsibility for self-regulating their learning, they also are likely to perceive online learning as a more effective learning mode of delivery. Consequently, this reinforces self-regulatory skills in the online learning experience. This study also found that student-perceived effectiveness with online learning can be improved by increasing student confidence and satisfaction with the course design.

Moneta and Moneta (2002) examined the effectiveness of multimedia-rich e-learning materials, in comparison to FTF instruction. Their study compare results of factual based learning and higher-order applied conceptual learning using four learning outcome measures. These outcome measures include the percentage of correct answers to the factual and applied-conceptual questions in the midterm and final exam. Both FTF and online learners improve equally well between midterm and final grading when answering factual questions. However, interesting results were observed between the two groups when comparing the effectiveness in applied-conceptual learning task. First, they found that FTF students ability to answer applied conceptual questions decreased from midterm to final, while online students increased their scores. They speculate that students experience a learning curve in adapting to new challenges with online learning and that this learning curve adjustment may be the reason why they witnessed suppressed performance with the online learners midterm grading with applied-conceptual question responses, but yielded superior performance in the final. This is the only study which considered the impact on effectiveness from different learning tasks required as a controlled variable in the studies between FTF and online learning.

For the majority of the studies, instrumental knowledge was being taught and evaluated, but little attention was given to how online learning effectiveness might be different with other forms of knowledge that Habermas (Kincheloe, 1991) would label as communicative and emancipatory knowledge. Liebowitz’s (2003) study is the exception. Using MBA students, the Liebowitz (2003) study sought to determine if communication skills could be taught by group exercises and role plays synchronously in the online chat room. The study determined the students’ assessment of their ability to perform a multitude of communication skills, which were taught in an organizational behavior course, were able to be performed equally well using both FTF and online modes of delivery. The instructor used the assessment instrument in six semesters taught in a FTF format, and one online format. Although only one online course was used in the comparison, the results hold promise that communication knowledge and skills can be taught in the online learning environment. There was no significant difference in the student self-rating effectiveness scores between the seven comparison classes.

Social Factors Influencing Online Learning

Huang’s (2002) qualitative piece addresses several issues related to practice for online instructors. First, teachers need to address the loss of humanity that online learning presents for the student due to the lack of face-to-face social interaction with peers and
the teacher. Moreover, a key issue for instructors of online learning is to be aware that adding new learner communication media such as list serves, forums and teleconferencing will not necessarily alleviate the isolation that online learners frequently feel. In addition, the adult learner’s self-directed learning style makes them more favorably disposed toward an active learning style, and online learning, in its strictest form, only provides information. Another important aspect for online educators relates to what role the teacher should play in the online course. According to Huang, the teacher is best suited to be a facilitator in the online learning environment, and the teacher should move freely between the role of consultant, guide and resource provider. The issue of learning assessment is also viewed as a time consuming endeavor. However, Huang states that “learning to learn” defined as the learning process, is just as important as the result of learning. The constructivist learning theorists believe that teaching and learning need to be learner-centered and under this framework, each learner is recognized as bringing their own unique experience and knowledge to the learning environment (Huang, 2002). Online learning can be viewed as static and not easily customized to the individual learner. Therefore, if online learning is not designed well, there is a trade off on this issue when using online learning from a constructivist teaching orientation.

The quality of the communication and frequency of communication between and among student and faculty are also discussed. Fredericksen’s et al., (2001) longitudinal study on online learning effectiveness determined that the transparent interface, frequent instructor interactions and dynamic discussions are the most significant factors of student success with online learning. Reisetter et al. (2007) found that the timing of teacher input was a critical pedagogical difference between FTF and online learners. For example, in the online course, the instructor’s anticipatory skills were essential for preventing student mistakes and misconceptions. By contrast, the FTF comparison group of students reported the immediacy of the teachers scaffolding skills, oral communication skills and approachable personality were essential to the student’s success in the classroom. Most importantly this study found that online learners do not expect a virtual FTF learning experience and the students had less value for a FTF virtual experience in their online learning experience. This study takes a slightly different approach to some previous research that suggested that online learning should seek to recreate the FTF interaction as closely as possible. This most likely is explained because this study specifically asked students about their expectations of the experience for taking the online course, and they found that students did not expect the same experience in the online course as they did in their FTF class. Previous qualitative studies may have assumed that the student would desire to experience the replication of the FTF classroom in the virtual world without necessarily asking the student what they expected to experience in the online learning program.

Benbunan-Fich and Hiltz (2003); Kuhl (2002) and Rovai (2002) each consider the importance of providing for student-to-student interactions when designing online courses. Benbunan-Fich and Hiltz (2003) found that the greater the extent of student-perceived collaboration, the greater the perceived learning reported. Another finding for online courses was the greater the student access to the professor, the better the student perceived the learning experience. Therefore, the improved and enhanced communication with the professor resulted in the student being more likely to perceive the learning as valuable. Moreover, Kuhl’s (2002) piece suggested that student to student communication is an important aspect of fostering motivation; online learning encourages students who are quiet in the FTF classroom to be more engaged in the online chat room or email streams. Consequently, student online discussions are viewed by Kuhl as an important aspect of the online learning environment that provides benefits to certain groups of students who are not as skilled in expressing themselves verbally. Rovai (2002) states that hybrid or blended learning programs may hold the most promise by incorporating the best of both worlds of FTF and online learning. Blended learning assumes that learning can be enhanced during one or more FTF meetings to promote collaboration and socialization.
Implications for Practice and Future Research

This section will provide recommendations for practice in light of the research on entrepreneurial learning style and online learning effectiveness. These recommendations are intended for an entrepreneurial education program context.

Meeting the Needs of Multiple Learning Styles

Entrepreneurs use a multitude of learning styles including self-directed learning, experiential learning, and reflective learning in both formal and informal settings. Critical incidents and cognitive disabilities are also surfacing as important issues that impact the entrepreneur’s learning. Furthermore, marginalized entrepreneurial learners may benefit from other ways of learning, including spiritual learning and collaborative learning.

A number of mediators and factors impact the overall effectiveness of online learning as depicted in Figure 1 in the Appendix. A significant mediator surfacing across several studies reinforces the importance of communication between students and the teacher. This mediator has implications for both pedagogy and learning platform technology. Kuhl (2002) recommends that teachers incorporate live chat room conversation as a way to promote conversation from students lacking confidence to speak orally in FTF classes. Online learning platforms should provide live streaming video, live chat rooms and enhanced online facilitation tools. An added benefit for using these advanced online learning platforms with entrepreneurs is that they will be learning to use technology, which will also prove helpful for them in connecting with customers, suppliers and employees.

Kirshner (2001) believes that critical load theory holds promise for informing course designers how instructional materials for acquiring complex cognitive skills and competencies can and should be designed. Mentors and instructors can limit cognitive overload by carefully selecting the online modules that address the learner’s specific learning needs. Furthermore, online course developers should integrate streaming video clips that incorporate marginalized entrepreneurial success stories to help inspire others to pursue their dreams in the wake of obstacles. Starting a business is frequently initiated in response to a critical life event (job loss, life style changes), and critical reflection on the part of the learner is important to helping them determine the financial viability of their business concept. Critical reflective learning can be enhanced through a mentor (Van den Broeck & Willem, 2007) and entrepreneurial educators should link learners with FTF mentoring to help facilitate the critical reflection process. Journaling, storytelling, and role-playing could be incorporated into online learning. These tools can help raise an entrepreneur’s consciousness concerning their affective connection between themselves and their business. Emotional attachment can hinder an entrepreneur from taking immediate action that could stem a spiraling series of critical events from turning into a business financial crisis.

Future studies on effectiveness of online learning with entrepreneurs should ask the learner how effective they perceived the learning to be in helping them reach these critical milestones. More detailed effectiveness measures should include the level of satisfaction with various online program components. Finally, critical reflection skills and self-directed learning skills are key components of long term entrepreneurial success. Therefore, effectiveness measurements should attempt to evaluate these higher level thinking skills that are essential long term success as a self-employed business owner.

Next Step: Quantitative Confirmation

The qualitative aspect of this study clearly pointed to a level of effectiveness for online learning that is on par with FTF learning. The interesting question then becomes; Can we experimentally test for this effectiveness? Can we find out whether or not entrepreneurs exposed to online learning in a blended format with personal consulting support do better than entrepreneurs who obtain the same personal consulting support, but who do not choose to register for online learning?
**Hypothesis for Quantitative Study**

There were two hypothesis for the quantitative study. In order to provide for a two-tailed test, the hypothesis is stated as a null hypothesis.

H$_0$: There will be no difference between the online training group and the no-online training group in completing a written business plan.

H$_1$: There will be no difference between the online training group and the no-online training group in the decision whether or not to open a business.

**Method for Quantitative Study**

Data was obtained from the Small Business Development Centers in Pennsylvania that included information about whether or not the clients registered for online training as well as identifying whether or not the client had achieved a number of milestones. After reviewing the available data, we decided to limit the data to the clients of just one center because it was the only one which had a large enough population of clients who had registered for online training to provide sample to compare. Additionally, we limited the data to just those years when online learning was available; from January 2006 to August 2008. There were 2004 subjects who met the criteria. The subjects were separated into two groups; those who had registered for online learning, (n = 310) and those who had not registered for online learning (n = 1694).

Next, the milestones for each subject were codified. There were 32 different types of milestones, many of which had nothing to do with the topic of the study. Similar milestones such as "Completed a Business Plan" and "Completed a Marketing Plan" were grouped together for each hypothesis. Two binary variables were created from the groupings: Planning Completed, and Decision Made. Subjects were determined to have completed planning if they had any of the similar milestones for planning. Subjects were determined to have made the decision if they had a milestone for either "Started a business" or "Decided not to go into business."

Due to the binary nominal nature of the data, a chi-square test (using SPSS 16 for Windows) was used to determine whether or not there was a significant difference in the achievement of milestones between the two groups. The 2 X 3 contingency table is reported in the next section.

**Quantitative Results**

Our initial review included the descriptive statistics of the data. We then conducted the chi-square analysis and follow up tests of significance.

**Descriptive Statistics**

A little more than half of the subjects had not yet officially started their businesses (52.3%). Less than 4% were considered "homebased" businesses. Forty seven percent of the businesses were owned by a male, thirty two by female, and twenty one percent by both male and female. A comparison of their ethnicity and gender did not differ significantly from the general population. Business size ranged from very small to large and followed a normal bell-shaped curve distribution.

**Inferential Statistics**

Both hypotheses were rejected. There was a difference between the online training group and the group that did not do online training. The contingency table is shown in Table 2. The actual count of subjects was greater than the expected count for the group which registered for online learning for both Decision Made and for Planning Completed, with a much larger discrepancy for the Planning Completed variable.

**TABLE 2: Contingency Table for Crosstabulation of Milestones By Online Learning**

<table>
<thead>
<tr>
<th>Milestones</th>
<th>Online Learning</th>
<th>Expected Count</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neither Decision nor Planning Completed</td>
<td>1454</td>
<td>1427.7</td>
<td>1499</td>
</tr>
<tr>
<td></td>
<td>235</td>
<td>293.3</td>
<td>328</td>
</tr>
<tr>
<td>Decision Made</td>
<td>922</td>
<td>72</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>154.8</td>
<td>29.0</td>
<td>183.8</td>
</tr>
<tr>
<td>Planning Completed</td>
<td>77</td>
<td>46</td>
<td>126</td>
</tr>
<tr>
<td></td>
<td>165.2</td>
<td>26.5</td>
<td>191.7</td>
</tr>
<tr>
<td>Total</td>
<td>1984</td>
<td>310</td>
<td>2294</td>
</tr>
</tbody>
</table>

To test for significance, we employed the Pearson Chi Square, which resulted in a value of 21.268,
which is significant (p < .001). None of the cells had an expected count of less than 5, so we did not apply the Yates correction.

While the Chi Square test enables us to tell if the results are significant, they do not tell us the strength of the results. To analyze the strength of the nominal by nominal relationship, we utilized the Phi statistic (a correlation technique for dichotomous variables). The value was .103, which indicates that though there was a significant difference, the relationship between the variables is not extremely or highly correlated. Cramer's V, another test of strength of relationship, showed the same thing.

**Limitations of Study**

There were several limitations which impacted the generalizability of the findings. The data was from a single center only; perhaps there was some unknown geographically based variable that impacted the results. Additionally, we did not differentiate by consultant; perhaps the difference was due to quality of consultants, or a tracking bias. Subjects registered for online learning may have been more closely watched for milestones than non-online learning subjects.

Furthermore, registration for on-line training was measured, not actual participation in on-line training. There was no way to tell if the clients actually followed through with the online training, or felt that the training was helpful to them. Subjects who were not registered for online learning may have, elsewhere, taken part in online learning.

We were unable to measure how the subjects integrated the learning with their practice. The consultants took a blended learning approach; utilizing both online learning and FTF interaction in order to get the help they needed in developing a business plan or making a decision as to whether or not they should start a business. There was no way to delineate the impact of the online learning from the consulting help in general. Additionally, the quality of the business plan was not evaluated. It may be that the group that did not do online training had superior plans to the online training group.

Both online and no online training groups of entrepreneurs had members with both just starting and existing businesses.

**Discussion & Conclusions**

Despite the noted limitations, the findings of the quantitative aspect of this study clearly indicate that providing online learning opportunities has a positive impact on whether or not entrepreneurs complete their milestones on the way to starting and growing their businesses. Considering the cost and resource differential between providing FTF and online learning, this blended approach may serve entrepreneurs the best.

As new technologies continue to enhance communication capabilities that improve online learning platforms future researchers might want to consider how effective online modules could be with teaching higher levels of learning (e.g. communicative and emancipatory learning). Online learning effectiveness with established business owners should also be addressed. Entrepreneurs use more formalized learning networks, and their needs are very different from most people. Logan’s research about the high incidence of learning disabilities in the entrepreneurial learning community may help online course designers take additional steps to improve the interface to assist entrepreneurs with various cognitive learning issues. As new technology improves, and as knowledge about learners advances, researchers will need to consider new questions about the relationship between these exciting new developments. Especially considered in the light of the qualitative findings regarding the differences in the way entrepreneurs learn, the quantitative results indicate that it would be beneficial to any program designed to support entrepreneurs to consider adding an online training component.
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<table>
<thead>
<tr>
<th>Author</th>
<th>Methods/Participants</th>
<th>Topic</th>
<th>Mode of Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ashill, et al., 2006</td>
<td>Survey, n=397 U.S. college students</td>
<td>Antecedents driving online learning effectiveness</td>
<td>Online</td>
</tr>
<tr>
<td>Chyung, 2001</td>
<td>Survey, 8 semesters n=296 U.S. college students</td>
<td>Learner perceptions, learner outcomes impact on drop rates/retention rates with online learning</td>
<td>Online</td>
</tr>
<tr>
<td>Fich &amp; Hiltz, 2002</td>
<td>Field study 17 courses n=(pretest)=1,048 (post-test)=842</td>
<td>Mediators of effectiveness of online courses</td>
<td>FTF/online/hybrid</td>
</tr>
<tr>
<td>Hsu &amp; Shiue, 2005</td>
<td>Survey, n=126 Taiwanese college students, one course</td>
<td>SDL readiness on achievement</td>
<td>FTF/2-way distance education</td>
</tr>
<tr>
<td>Liebowitz, 2002</td>
<td>Survey (7 semesters) n=126 U.S. college students</td>
<td>Effectiveness of teaching people skills online</td>
<td>Online/FTF/Satellite location</td>
</tr>
<tr>
<td>Moneta &amp; Moneta, 2002</td>
<td>Field study/post-test scores 7 FTF and 2 online courses n=105, 180 and 129 Hong Kong college students</td>
<td>Learning outcomes with factual versus applied concept learning</td>
<td>FTF/online</td>
</tr>
<tr>
<td>Neuhaser, 2005</td>
<td>Survey, n=62 U.S. college students, one course</td>
<td>Learning Style &amp; Effectiveness</td>
<td>Online/FTF</td>
</tr>
<tr>
<td>Parker, 2003</td>
<td>Survey, n=151 students</td>
<td>Rotter’s locus of control as variable for successful completion of online learning</td>
<td>FTF/online using Blackboard</td>
</tr>
<tr>
<td>Richardson &amp; Newby, 2006</td>
<td>Survey, n=121 U.S. engineering and education students</td>
<td>Program focus, gender, age, prior online experience Impact with online learning effectiveness</td>
<td>Online</td>
</tr>
<tr>
<td>Reisetter, et al. 2007</td>
<td>Mixed method FTF n=59, 46 online experiences</td>
<td>Attitudes about online experiences</td>
<td>Online/FTF</td>
</tr>
<tr>
<td>Terry, 2007</td>
<td>Multiple surveys, n=366 (FTF), 312 (online), 198 (hybrid)</td>
<td>Faculty &amp; course evaluation &amp; Learning objectives measured</td>
<td>FTF/Online/Hybrid</td>
</tr>
</tbody>
</table>
Figure 1. Mediators impacting online learning effectiveness.
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Abstract

By employing a conventional production function, this study advances theoretical and empirical research on the role of economic reforms and human capital on the post-reform economic growth. We construct two unique indexes— a composite economic reform index and a human capital index—to perform a comparative analysis of a panel data model and to demonstrate that human capital and economic reforms have had a significant positive effect on economic growth in India and South Korea in the post-reform period. This positive effect is revealed in both contemporaneous and lagged estimations. The impact of reforms is found to be much stronger in South Korea than in India. This study also demonstrates the importance of time-invariant country-specific characteristics, and suggests that policies aimed to improve human capital accumulation have complementary effects on the efficacy of economic reforms.

Introduction

Growth performance is a key issue for all economies distressed by poverty. One of the most important questions raised by economists and policy makers recently is why some countries grow faster and for extended periods, while others stagnate and remain poor.

Our enquiry into the causes of growth is motivated by the recognition that growth is the dominant condition for social and economic development of a country. Even though economic growth does not allow a society to overcome scarcity and to avoid opportunity cost, it increases the society’s standard of living and makes the country better off. Empirical studies provide sufficient evidence on a significant positive impact of economic growth on income of the poor. Therefore, to overcome poverty, policies that accelerate growth should be pursued. Social variables such as health, literacy, longevity, nutrition, and infant mortality are also found to be correlated with growth, although there is a larger scope for them to vary independently of income (Sen, 1999).

In this study, we employ a traditional theoretical model which builds on the idea that both a technological change and physical and human capital accumulation play a key role in economic growth. At the same time, we recognize that the growth process would decelerate without organized markets and the society would be deprived of a substantial part of its benefits. Taking into account the importance of economic reforms for market organization, we will investigate in-depth both the role of economic reforms and the role of human capital on economic growth.

It is widely believed that one of the key factors of the South Korean economic success is pragmatic market reforms (World Bank, 1993). On the other hand, Edwards (1992), and Levin and Renelt (1992) argue that market reforms are associated with growth only in those economies that have appropriate human capital to absorb new developments efficiently. According to Nehru, Swanson, and Dubey (1995), East Asia has the highest average education stock and the highest growth rate of education stock among developing countries, while South Asia is at relatively low level in both categories. To this end, Rodrik (1996) attributes the success of reforms in East Asian economies to a better-educated labor force that might have simplified the establishment of a competent bureaucracy and have enhanced the productivity of interventions aimed at increasing private investment. Furthermore, Rodrik (1996), and Harvie and Pahlavani (2000) indicate that an impressive investment in human capital (education, in particular) have boosted South Korea’s economic growth far beyond the level of other South and East
Asian economies. Which one of these hypotheses is correct? This issue has not been resolved yet. We will investigate this issue in deeper detail in this paper.

By looking at the stylized facts, we recognize a significantly broader extent of human capital development in East Asia relative to the South Asian region. Considering the two large representatives of South Asia and East Asia – India and South Korea - it will be interesting to explore the factors that have worked behind their divergent paths of economic growth and explain the considerable differences between them.

In this paper, we will comparatively evaluate the impact of two factors - market reforms and human capital - along with their complementary effects on economic growth in India and South Korea in the post-reform period during the second half of the twentieth century. Our choice of countries is justified by the fact that India and Korea are the largest economies of the two regions under consideration, and were at a somewhat similar economic level in per capita GDP when the reforms were initiated. And yet, the impact of reforms has differed significantly between these two economies.

In particular, we have the following objectives for this paper. We will perform a comparative analysis of the economic reforms and the movement of major economic variables before and after the reform implementation in India and South Korea. As no explicit data are available for market reforms and human capital, we develop a new methodology for determination and construction of two composite indexes - a reform index and a human capital index - to measure these determinates implicitly. We use a panel data model to test the hypotheses of the impact of economic reforms and human capital on economic growth in India and South Korea. Our model is based on a modified production function, which along with conventional factors of production incorporates composite reform and human capital indexes. Based on an empirical analysis of the economic reforms effects, we discuss policy implications and assess the soundness of economic reform policies.

The rest of the paper is structured as follows. Section 2 reviews the literature. Section 3 develops a simple econometric model to quantify empirically the impact of economic reforms and human capital accumulation on economic growth. Section 4 briefly introduces readers to the recent economic developments in India and South Korea with an assessment of market reforms outcomes, describes data, and performs empirical analysis based on a panel data model. Section 5 provides policy recommendations, explores avenues for further research, and offers conclusions.

**Literature Review**

Lately there has been a growing interest in the economic literature to explore theoretical models that capture the effect of economic reforms on economic growth. However, systematic empirical studies have been carried out mostly in the context of transition economies of Eastern Europe and the former Soviet Union (Havrylyshyn and Wolf, 2001, Kushnirsky, 2001), or Latin American countries (Loayza and Palacios, 1997). These studies come to a general conclusion that even though initial conditions might generate pace for further growth, pragmatic economic policies ultimately are relevant for economic growth. In particular, macroeconomic stabilization, structural reforms, and institutional changes are found to be the key factors for achieving sustainable growth. Initial effects of reforms may be negative, however, growth performance is clearly better in the economies where stabilization solidified sooner and structural reforms advanced most. The effect of these reforms is found to last over several years.

According to Sachs and Warner (1995), trade liberalization is the most significant component of the economic reform program undertaken by any government. Sachs and Wagner (1995) argue that trade liberalization establishes a strong direct linkage between an economy and the world system. Consequently, it forces government to implement other reform programs such as price liberalization, budget restructuring, privatization, and deregulation under pressure from international competition. Using a cross-country measure of trade openness as a proxy for each country’s orientation to the world economy,
Sachs and Warner find that open economies grow 2.45 percentage points faster than closed economies. They conclude that international opening of the economy is the *sine qua non* of the overall reform process.

De Melo, Denzier, and Gelb (1996) improve upon the work of Sachs and Warner (1995) by constructing a composite index of reform process. They analyze the transitional experience of 26 countries in Central and Eastern Europe in 1989-1994 by creating a liberalization index, which combines the intensity and duration of economic reforms in three sectors - internal, external, and private. This study is among the first to create a meaningful composite reform index and to explain the effect of several reform measures on growth.

In the De Melo et al (1996) tradition, Fisher, Sahay, and Vegh (1996) use the liberalization index to revise the impact of various reforms on the growth of transition economies in the pooled cross-country/time-series data model. They employ fixed effect panel regressions model and find that along with a cumulative liberalization index, country-specific fixed effects and a pegged exchange rate regime generate a positive impact on economic growth.

With a focus on the Middle East and North Africa (MENA) region in 1970 – 1999, Nabli and Veganzones-Varoudakis (2004) analyze the linkages between growth and macroeconomic stability, external stability, structural reforms, human capital, and physical infrastructure based on composite reform variables created by the principal component analysis. The study illustrates that even though the growth performance of the MENA region has been disappointing due to lags in economic reforms, macroeconomic and external stability, human capital, and physical infrastructure are key variables for the reform process success in the developing world.

A vast amount of economic literature places a special attention on a country’s human capital accumulation, and attributes economic growth to the ability of a country’s existing human capital to innovate and adopt technology (Becker, 1964, Mankiw, Romer, and Weil, 1992).

More empirical studies on the effect of human capital on economic growth emerged with the availability of relatively better data in the 1990s. In particular, Barro (1991) finds that, given the initial level of GDP, the starting level of human capital as measured by the secondary school enrollment has a strong positive impact on economic growth. Using panel data for 100 countries over the 1960 -1990 period, Barro (1996) also demonstrates that the relationship between health status proxied by life expectancy at birth and subsequent growth is positive, roughly linear, and not affected by outliers. To this end, Barro (1991) argues that accumulation in human capital is a good strategy for the poorer countries to accelerate growth. In another study, Gemmel (1996) illustrates that the primary education mainly affects economic growth of the poorest economies, the secondary education affects growth of the middle-income countries, while the tertiary education impact is more important for the OECD group. In all cases, Gemmel (1996) finds that both the initial stock and subsequent growth of human capital impose a positive effect on economic growth. Hanushek and Kimko (2000) construct two alternative labor force quality measures from transformed students mathematics and science scores. Their results show that human capital quality has a stable, causal, and direct influence on economic growth in the OECD economies.

Numerous studies have been conducted to explore the importance of health in human productivity. Fogel (1994) estimates that improved gross nutrition accounts for roughly 30 percent of the growth of per capita income in Britain between 1790 and 1980. Bhargava, Jamison, Lau, and Murray (2001) demonstrate a positive effect of adult survival rates on economic growth at low levels of GDP, with the impact disappearing when the GDP per capita reaches 2123 PPP dollars. The authors estimate that a 1 percent gain in adult survival rates is associated with an average 0.05 percent increase in growth rates for the poorest countries. Exploring the alternative measures of health – life expectancy, average height of adult men, body mass index, and age of menarche
(the onset of menstruation) for women - Bloom, Canning, and Sevilla (2004), and Weil (2005) confirm that health component of human capital has a positive and statistically significant effect on economic growth. The role of health remains robust to variety of different microeconomic and historically calibrated estimates, as well as to the adjustments for HIV/AIDS in affecting mortality in the 1990s.

Finally, combining two components of human capital in the comparative analysis of the differences in growth between African countries and the rest of the world, Gyimah-Brempong and Wilson (2005) show that both components of human capital - education (as measured by average years of educational attainment) and health (as proxied by calorie intake and life expectancy) – exert a significant positive effect on growth. Moreover, in a study on the health contribution to economic growth with partially endogenous technical progress covering 53 countries over the 1965-1990 period, Jamison, Lawrence, and Wang (2003) reveal that accumulation of education accounts for 14 percent, while improvements in health as measured by the survival rate of males between age 15 and age 60 explain about 11 percent of growth during the same period.

Our survey of studies about the effect of market reforms and human capital accumulation on economic growth shows several gaps in the recent literature that we would like to fill in this paper. Most of the studies that analyze impact of market reforms deal with the transition economies of the former Soviet Union and Central Europe. These studies consider a uniform period for all countries to explore the after-reform effect on growth. Yet, timing of reform implementation differs significantly among countries. One may also question the economic foundations and theoretical justification of the inclusion of independent variables in the research. While in some cases independent variables clearly appear to be correlated, as a rule no information is provided about testing for correlation and multicollinearity. The majority of studies that analyze impact of reforms in transition economies considers only 4-6 years in time series observations, which does not seem sufficient to capture the dynamics of the reform effect on growth. Finally, the studies above do not conduct a robustness check for the different proxies of reform measures to assess their impact. Therefore, the conclusions of these analyses could be attributed to the particular nature of data used as a proxy for the reform component.

Studies on the role of human capital in the developing world also suffer from several drawbacks. A significant portion of these studies consider either the education component, or the health component of human capital. In addition, proxies used for education component are unable to capture all aspects of the specific human capital concept. Yet, the fundamental problem in the literature surveyed is lack of a composite measure of human capital. Only few studies employ both components of human capital – education and health – in the same empirical specification. However, an inclusion of two independent variables to proxy for one variable – human capital – may be inherently incorrect due high correlation between education and health, generating potential multicollinearity problem.

Addressing the above shortcomings, we will build upon the prior works by analyzing the effect of economic reforms and human capital accumulation on economic growth of two countries - India and South Korea - in greater detail. Our study will consider a much longer uniform post-reform period for both economies. We will also improve upon and contribute to the literature by conducting our empirical analysis based on a model with sound theoretical underpinnings. The fact that our study has considerably longer time series will help us make a meaningful interpretation of empirical results. In this paper, we will construct a composite reform index in some respect similar to De Melo et al (1995). As we are considering two countries with diverse types of reform, composition of the reform index will be made more relevant to specific economic realities. Hence, our study will differ from most studies by probing deeply into the individual country experience over time. We believe this is the first study to investigate the role of economic reforms on economic growth of India and South Korea with the use of a composite reform index.
In this paper, we will also improve upon previous research by constructing a composite human capital index that incorporates both education and health components. The new composite variable for human capital will be created based on the weights from principal components analysis (PCA). Such composite indices would, in our view, better explain economic growth in both cross-country and time series frameworks. Our human capital index would likely reduce the probability of misspecification and multicollinearity error because it will enter empirical specification as a single variable.

The Model

In this section, we develop an empirical model to ascertain the impact of three major types of market reforms and human capital development on economic growth in India and South Korea in the post-reform periods. The three major market reforms are trade liberalization, financial reform, and enterprise restructuring. We make a conventional assumption that economic reforms, if properly implemented, boost total factor productivity (TFP). Institutional changes that occur in the process are considered exogenous.

We assume a continuous time infinite horizon economy with identical, rational agents. At time $t$, there is a normalized $L$ number of workers in the economy. At each time $t$, production of a single homogenous good is represented by:

$$Q = AF(K, hL)$$

where $Q$ is the quantity of output produced per period of time, $A$ is the total factor productivity, $F$ is a general constant elasticity of substitution production function, $K$ is a capital stock, $L$ is the number of workers, $h$ is the measure of human capital per worker, and $hL$ is the total labor input in the economy.

According to Weil (2004), productivity $A$ can be determined by two factors: technology $T$, that represents the knowledge about how factors of production are combined to produce output, and efficiency $E$, that measures how effectively given technology and factors of production are employed. The positive impact of reform measures such as trade liberalization, financial reform, and enterprise restructuring on both technology and efficiency components of the total factor productivity $A$, is well supported by Edwards (1998). For the purposes of our study, we establish the productivity term:

$$A = A (T(R, O), E(R, O)) = A (R, O) .$$

where $R$ is the reform factor, and $O$ is a catch-all factor for all other effects not explained by $R$.

According to equation (3.2), a shock to the economy from market reforms will have a positive effect on total factor productivity $A$. A higher productivity will accelerate economic growth, and total production $Q$ will reach a new higher level at the end of transition process.

The effects of trade liberalization, openness to foreign investments, and enterprise restructuring on economic growth are easily justified. Liberalization of trade, with reduction of tariffs, subsidies, and quotas on imports and exports increases competition in the domestic market. In order to compete with imported products, domestic producers would have to increase their productivity. Similarly, exporters would need to increase quality and productivity of their output in order to compete in the world market. Thus, by engendering efficiency, trade liberalization will boost economic growth and overall production in the economy.

When the economy reduces restrictions on foreign investment, the level of capital inflows into the economy is likely to increase. In the absence of distortions, and with a rational maximizers' behavior, the hitherto inefficient economy should become more efficient. Increased investment and enterprise restructuring will boost production directly by increasing the capital level, and indirectly by improving efficiencies in the production processes. New technologies and more efficient production methods associated with foreign investment will speed up the economic growth.
In a similar way, the effect of human capital on economic growth can be assessed. Improvement in human capital will make labor more efficient. According to equation (3.1), this will have a direct positive impact on the country’s production.

Combining (3.1) with (3.2), and specifying the production function similar to Kushnirsky (2001), we use the following production function as a benchmark function in our estimations:

\[ Q_{ij} = OK_{ij}^\alpha (hL)_{ij}^\beta R_{ij}^\gamma u_{ij}, \quad j=1, \ldots , J \]  

(3.3)

where \( i \) denotes a country, \( j \) denotes an observation, \( u \) is an error term. In equation (3.3), the constant term \( O \) and all the exponents \( \alpha, \beta, \gamma \) are independent of the country index \( i \).

Next, we modify the base production function (3.3) to make the effect of one independent variable country specific:

\[ Q_{ij} = OK_{ij}^\alpha (hL)_{ij}^\beta R_{ij}^\gamma u_{ij}, \quad (3.4) \]

\[ Q_{ij} = O_i K_{ij}^\alpha (hL)_{ij}^\beta R_{ij}^\gamma u_{ij}, \quad (3.5) \]

In production function (3.4), the output elasticity with respect to reform index is country specific. Modification (3.5) will allow us to ascertain the significance of time-invariant country-specific exogenous factors on economic growth.

We further modify the benchmark production function (3.3) to make the effect of two independent variables country specific:

\[ Q_{ij} = O_i K_{ij}^\alpha (hL)_{ij}^\beta R_{ij}^\gamma u_{ij}, \quad (3.6) \]

\[ Q_{ij} = OK_{ij}^\alpha (hL)_{ij}^\beta R_{ij}^\gamma u_{ij}, \quad (3.7) \]

\[ Q_{ij} = OK_{ij}^\alpha (hL)_{ij}^\beta R_{ij}^\gamma u_{ij}, \quad (3.8) \]

\[ Q_{ij} = OK_{ij}^\alpha (hL)_{ij}^\beta R_{ij}^\gamma u_{ij}, \quad (3.9) \]

In production function (3.7), the output elasticity with respect to capital stock and human capital factors are country specific. In production function (3.8), the output elasticity with respect to human capital and reform index factors are country specific. Finally, in production function (3.9), the output elasticity with respect to capital stock and reform index factors are country specific.

The functions above are log-estimated with various approaches to evaluate how different paths of economic reforms, capital stock, and human capital accumulation affect the growth of a country.

**Empirical Study**

The main objective of this section is to perform an empirical analysis of the impact of economic reforms and human capital accumulation on economic growth in India and South Korea in the post-reform period. Section 4.1 comparatively outlines economic reforms in the two countries. Description of the data and their sources follow. Section 4.3 introduces the methodology of estimations and presents results based on panel regression models. Section 4.4 performs sensitivity analyses.

**Comparative Review of Reform Policies**

We begin with an overview of Indian and South Korean experience in macroeconomic reforms, and then discuss trade reforms, enterprise restructuring, industry structure evolution, capital account liberalization, and financial sector reform measures adopted by these economies in the post-reform period.

Macroeconomic reform in India was primarily driven by a fiscal crisis in the early 1990s. In order to improve the fiscal situation, the Indian government introduced a key reform in the tax system. However, the tax revenue as a percentage of GDP actually decreased in the 1990s and the fiscal deficit stayed near 5 percent as late as 2000. The effect of reforms was not very effective by any measure. In contrast, macroeconomic reform in South Korea has been effective from the very beginning. In 1966-1967, the Korean government substantially enlarged tax
revenues by increasing tax base and by reforming tax administration.

As both India and South Korea followed an import-substitution development policy prior to reform implementation, trade liberalization did not play a significant role in their economies. In order to increase competitiveness of its exports, India implemented a major exchange rate reform only in the early 1990s. Imports were also liberalised by removing quantitative restrictions and by gradually decreasing tariff rates. Yet, tariff rates in India were relatively high compared to East Asian countries until 2002. One of the notable features of Indian exports dynamics is a sharp increase in its service exports. A less repressive regulation and an inflow of foreign investment are the two key factors that explain the success of service sector in India. In contrast, the Korean government implemented a major exchange rate reform much earlier, in the mid 1960s. Reforms in the Korean imports were mainly implemented by removing quantitative barriers rather than by decreasing tariffs. Moreover, a trade reform in South Korea was characterized by a consistent government support in expanding the export market and incentives in the form of tax reduction for export income. As a result, in South Korea, the share of the manufacturing sector in GDP increased significantly in the post-reform period.

India implemented financial reforms in early 1990s. These reforms included interest rate deregulation, opening up the banking sector to private and foreign banks, and reduction of government interventions in credit allocation. Prudential regulations following Basel Committee recommendations significantly improved bank supervision. New rules were enacted to manage the securities market. Similarly, South Korea introduced the first step of financial sector reforms by deregulating interest rates. Control over bank credits was reduced, and the banking sector was partially opened to foreign banks and private banks in the late 1960s to early 1970s.

Since independence, India’s economy was dominated by huge public sector enterprises. In the 1990s, the government removed subsidies and preferential access to bank loans for these enterprises. A sharp reduction in the number of areas reserved for the public sector enterprises improved incentives for private participation and foreign direct investment (FDI). Disinvestments in the form of reduction of government equity in public sector enterprises were implemented. Reduced government regulation and bureaucratic red tape along with a larger amount of FDI contributed to a surprising growth of the Indian service sector. Unlike India, the Korean economy was not dominated by public sector enterprises at the beginning of economic reform. The Korean government restructured the public sector in the late 1960s to the early 1970s by mainly selling unprofitable public enterprises, and reorganizing other enterprises geared towards economic development. Important steps were taken in order to remove favourable treatment of large conglomerates and to enact legislation regulating monopolies.

**Data Description**

For empirical study, we confine our dataset to the periods when the major economic reforms were implemented in both countries. Arguably, the defining initial year of a major economic reform in South Korea is 1965, with a second wave of changes initiated in the late 1970s. As for India, Rodrik and Subramanyam (2004) point out that even though the first hesitant market-oriented reform took place in the mid 1980s, the more decisive reform occurred only in 1991. Driven by a relatively shorter post-reform period in India, we consider a twelve-year post-reform period. To maintain symmetry in data, we confine our dataset to 1966-1977 in case of South Korea, and to 1992-2003 in case of India.

The variables in our empirical analysis for both India and Korea are as follows:

**GDP (Q):** GDP in 2000 constant US dollars comes from the World Development Indicators (WDI) 2005. The World Bank defines this as the sum of gross value added of all resident producers in the economy adjusted for taxes and subsidies.

**Labor (L):** Total labor force comes from the WDI 2005. The World Bank uses International Labor
Organization (ILO) definition of economically active population to determine total labor force. It includes both employed and unemployed, but excludes homemakers, other unpaid caregivers, and workers in the informal sector. Taking into account a thriving informal sector in India, and a relatively undeveloped data collection procedures in Korea in the 1960s, we acknowledge that labor force data in both countries might be biased and should be treated with caution.

**Capital Stock (K):** As no explicit data available for the capital stock, we convert Larson et al. (2000) 1967-1992 capital stock database in 1990 US dollars to 2000 constant US dollars. We further extend the dataset to the remaining years of the 1960-2003 period. Specifically, we use the Larson et al. (2000) fixed capital deflator to convert total capital stock in 1990 constant US dollars to current US dollars. We then employ the GDP deflator from the WDI 2005 to convert the total capital stock in current US dollars to constant 2000 US dollars. We expand the capital stock data over the 1960-2003 period by applying a perpetual inventory method (PIM):

$$K_t = K_{t-1} + I_t - D_t$$  \(4.1\)

where \(K_t\) is a capital stock at time \(t\), \(K_{t-1}\) is a capital stock at time \((t-1)\), \(I_t\) is investment at time \(t\), and \(D_t\) is a depreciation at time \(t\). We use gross capital formation data from WDI 2005 as a proxy for investment (\(I\)) and assume that the depreciation rate is 5 percent, which according to the recent economic literature is close to reality.

**Reform Index (R):** We construct two composite reform indices R1 and R2 in the style of De Melo et al (1996)\(^7\). Taking into account the specifics of economic reforms in India and South Korea, our indices are weighed average of three reform indicators - trade reform, financial reform, and enterprise restructuring. The distinction between R1 and R2 is based on different approaches to measure effectiveness of trade reform, as explained below.

**Trade Reform:** To measure trade reform, we use two indices: 1) volume of trade, or sum of imports and exports as a percentage of GDP in 2000 constant US dollars, and 2) value of imports in 2000 US constant dollars as a percentage of aggregate consumption. Figures 4.1 and 4.2 show these indices for India and South Korea in the period of interest.

The volume of trade as a percentage of GDP in 2000 constant US dollars is available from the WDI 2005. Assuming that changes in this index are driven by the medium-term policy changes, we use outcome-based measures to evaluate effectiveness of trade reforms. Specifically, the effectiveness of trade reforms is judged meaningfully by an increase in the trade volume it generates\(^8\). In addition, we employ the share of imports in aggregate consumption to be an alternative indicator of trade reform effectiveness. As imports of consumption goods are heavily restricted in the developing world, the second indicator perhaps is a more reliable estimate for a repressive trade policy\(^9\).

**Financial Reform:** The major purpose of financial reforms is to assign greater flexibility in determining interest rates and allocating credit to market forces. It is generally expected that reforms in financial sector would lead to this sector’s faster development and further expansion. Similar to trade reform measures, we justify variables measuring financial reform effectiveness by the outcome-based approach. In the construction of the financial development indicator we follow methodology developed by Loayza and Palacios (1997). Our financial reform index consists of the following two variables, with equal weights: 1) a ratio of broad money to GDP (\(M2/GDP\)) that measures a level of financial development in the economy\(^10\); 2) a ratio of domestic credit to private sector to GDP that approximates a reduction of government intervention in bank lending. All variables employed in the construction of this index come from the WDI 2005. Figure 4.3 shows dynamics of the financial reform indices in India and South Korea in 1960-2003.

**Enterprise Restructuring:** As an economy pursues reform measures to restructure enterprises from public to private ownership, or enacts new laws encouraging private sector participation in various
economic activities, the private sector share of employment and value added are most likely to increase. Considering data availability, we employ two variables that capture enterprise restructuring effect on the economy: 1) private sector share of total employment (in India), and 2) private sector share of value added (in South Korea). The private sector share of employment data were obtained from the Reserve Bank of India; the data on private sector share of total value added in South Korea come from Kang (1989) and the Bank of Korea. These two measures of enterprise restructuring are highly correlated, and thus reduce the probability of errors due to an apparent asymmetry in reform index composition.

We construct an overall reform index as a weighted average of the three reform measures by assigning equal weights to trade reform index, financial reform index, and enterprise restructuring index. Appendix A shows the construction of overall composite reform indices R1 and R2 for India and South Korea in the post-reform years. Figures 4.4 and 4.5 depict dynamics of these composite reform indices in two countries in 1960-2003.

**Human Capital (h):** It has been established in economic theory that human capital is one of the most significant sources of economic growth. Nevertheless, the empirical research has not yet produced convincing results to ascertain the importance of it for economic growth. The main problem lies in the construction of a human capital variable, which is not directly measurable.

In order to proxy a human capital for the Asian region, most empirical studies (Harvie and Pahlavani, 2006, Song, 1990, Guesan, 2004) rely more on data availability rather than on a theoretical definition. The variables commonly used as a proxy for human capital are investment in education, secondary or total school enrollment ratio, literacy rate, and average years of schooling. However, all these ratios have several disadvantages. In addition, the above mentioned studies omit health component of the human capital variable.

In our judgment, a plausible variable for human capital should take into account returns on all types of investments that human beings undertake in order to increase their future well-being and production potential. Therefore, using conceptual foundations of the term, we construct a composite human capital index, which captures both major components of human capital – education and health. The composite human capital variable is created as a weighted average of the two indices – average years of schooling and life expectancy at birth - based on a principal component analysis.

Data on the years of formal schooling received, on average, by adults over age 15, defined as **average years of schooling**, are available from Barro and Lee (2000) for 1960-2000. We use a linear interpolation method to estimate missing observations. Data on **life expectancy at birth**, or the number of years a newborn infant would expect to live if prevailing patterns of mortality at the time of her birth were to stay the same throughout her life, come from the WDI 2005.

To address the issue of comparability of indices, we set India’s average years of schooling and life expectancy at birth in 1960 to unity, and normalize the rest of schooling and life expectancy data respectively. Appendix B shows construction of the human capital variable for India and South Korea. Figure 4.6 depicts the dynamics of human capital indices in two countries in 1960-2003.

Table 4.1 provides a summary of definitions and sources of variables used in this study.

**Empirical Results from a Panel Data Model**

To investigate the effect of reform measures on economic growth of both India and South Korea, we estimate panel regressions based on equations (3.3) and (3.4) in logarithmic forms. Results of estimations are summarized in Table 4.2.

Columns (1) and (2) of Table 4.2 show estimation results of the model (3.3) with reform indices R1 and R2, respectively. Coefficients by Ln(hL), Ln(K), Ln(R1), and Ln(R2) are positive and significant at
the 5 percent level. Hence, the results from these estimations support our hypothesis that both the economic reforms and the human capital augmented labor exert a positive effect on economic growth.

Columns (3) and (4) of Table 4.2 present estimation results of equation (3.4) with reform indices R1 and R2, respectively. In order to explore the impact of reforms in a comparative perspective, we allow the coefficients of reform indices to vary. Coefficients by Ln(hL), Ln(R1) and Ln(R2) remain positive and significant at the 5 percent level in both cases, however the coefficients by Ln(K) turn out to be insignificant. In an alternative modification (3.4), we acknowledge a considerably higher impact of reform measures on economic growth in South Korea relative to India (0.994 vs. 0.896, and 1.093 vs. 0.799 in estimations (3) and (4), respectively).

We include an interaction effect between the reform index and the human capital augmented labor to explore the possibility of any complementary role between them. Columns (5) and (6) in Table 4.2 present the results of corresponding estimations. The coefficient of the interaction term is positive and significant at the 5 percent level when R2 represents the reform measure. The coefficient is positive and significant at the 15 percent level with the R1. These results reveal complementarities in the role of economic reforms and human capital, via labor market restructuring, in particular. As indicated by adjusted R², all six estimations in Table 4.2 have a high explanatory power.

As the timing of reform implementation may not coincide with the actual impact of outcome-based reform measures on economic growth, Nabli and Veganzones-Varoudakis (2004) highlight the importance of considering lags in the analysis of reform outcomes in the developing world. In addition, we hypothesize that even if there is an immediate effect of reform measures, i.e. associated with the removal of quantitative restrictions, the impulse response of growth will continue over time. To explore this possibility, we introduce estimations of our baseline models (3.3) and (3.4) with lags (Table 4.3). We assume that one year is sufficient to capture the lagged effects of reform implementation.

The results of lagged estimations agree with the results from Table 4.2, where all variables are contemporaneous. The effects of lagged Ln(R1) and Ln(R2) in Table 4.3 are positive and significant at the 5 percent level, which again supports our hypothesis that economic reforms have accelerated economic growth in India and South Korea in the post-reform period. Columns (3) and (4) show a relatively higher impact of reform indices on economic growth in South Korea relative to India. Columns (5) and (6) demonstrate results similar to those in Table (4.2).

To investigate the effect of country-specific time-invariant factors on economic growth in India and South Korea, we perform an estimation of our baseline model with fixed effects. In Table 4.4, columns (1) and (2) show estimation results of equation (3.5); columns (3) and (4) show estimation results of equation (3.6). The respective estimations of lagged model alternatives are reported in corresponding columns of Table 4.5. The coefficients of reform indices are positive and significant in all cases. The larger value of the fixed effect intercept for South Korea indicates a higher effect of country-specific time-invariant factors (such as initial state of economy, income distribution, demographic transition, legal system, democracy, cultural tradition etc) in South Korea relative to India.

In order to investigate whether physical capital accumulation and human capital policies affect two countries in a similar way, we further modify our base production function and make the effects of two factors country specific. Table 4.6 shows regression results based on equations (3.7)-(3.9). Columns (1) and (2) of Table 4.6 report estimations with country-specific coefficients of labor and capital; columns (3) and (4) report estimations with country-specific coefficients for labor and reform index, and finally, columns (5) and (6) show estimations based on country-specific coefficients for capital and reform index. Most of the coefficients from these regressions are significant at 5% or 10% level. In estimations (1) and (2), the coefficient for Indian
capital alternates sign and becomes negative, which can be attributed to the fact that Indian economy is a labor-abundant economy, and when joint country-specific effect of labor and capital is taken into consideration, relatively scarce and deteriorated capital could impose a negative impact on Indian growth.

In order to analyze the impact of human capital on economic growth, we estimate our benchmark production function (3.3) by replacing the human capital augmented labor variable with the raw labor variable. The outcome of estimations is shown in Table 4.7, where columns (1) and (2) report estimation results of a contemporaneous model, with reform indices R1 and R2, respectively; columns (3) and (4) report estimation results of the corresponding lagged models.

Coefficients of Ln(K) are positive and significant at the 5 percent level in three out of the four estimations. Coefficients of reform indices are positive and significant at the 5 percent level in both contemporaneous and lagged cases. When the human capital variable is omitted, the impact of the raw labor on economic growth is found to be much lower compared to similar estimations in Tables 4.2 and 4.3, where the human capital augmented labor is taken into considerations.

**Sensitivity Analysis**

By changing assumptions of the benchmark model, we analyze the robustness of our results in two alternative specifications.

First, we employ capital stock data found using a PIM (4.1) with a 10 percent capital depreciation rate instead of a conventional 5 percent rate. It has been established in the economic literature that capital is not used efficiently in highly regulated economies. Inefficient capital is usually scrapped or reorganized when the economy opens up. Therefore, generally depreciation rates will be higher in countries undergoing transformation from a regulated economy to an open economy.15. Table 4.8 shows results of a sensitivity analysis with a 10 percent capital depreciation rate. Compared to results in Table 4.2, the estimated coefficients in Table 4.8 do not change signs and significance. Both reform indices R1 and R2 impose a positive effect on economic growth, with a higher reform impact in South Korea than in India.

Secondly, we change composition of the overall reform indices R1 and R2 by using different weights for three reform components. According to Sachs and Warner (1995), trade reform and financial reform are the most important transformations in a highly regulated economy, with trade reform generally being a catalyst for other reforms. In both countries - India and South Korea - enterprise restructuring faced a serious opposition from special interest groups, and as a result was implemented gradually. Therefore, to check the robustness of our model, we decrease weight of enterprise restructuring, and increase weights of a trade and financial reform in the overall composite reform index. Instead of equal weights, trade reform, financial reform, and enterprise restructuring are assigned weights of 0.4, 0.4, and 0.2, respectively in the sensitivity model 2. Table 4.9 shows results of the sensitivity analysis with modified weights in composite reform indices.

Similar to the benchmark case (Table 4.2), the estimated coefficients of models (3.3) and (3.4) with modified weight in composite reform indices continue to produce a significant positive impact on economic growth in India and South Korea in the post-reform period. One noticeable difference is a sharp decrease in India’s reform coefficient compared to South Korea. This adjustment suggests that, even though trade liberalization and financial reforms were vital for the both countries’ economic growth, enterprise restructuring played a more important role in India relative to South Korea. This phenomenon might be explained by the presence of high initial distortions in India, and a consequent less efficient implementation of trade and financial reforms in this economy.

Overall, results of our analyses lend support to the hypothesis that economic reforms positively contributed to economic growth in India and South Korea in the post-reform period. This positive effect
is present both in contemporaneous and lagged estimations. Our results on the role of economic reform in economic development agree with De Melo et al (1996), Fisher et al (1996), and Havrylyshyn and Wolf (2001). While the previous studies focus on transition economies of Central Europe and former Soviet Union, this study expands empirical growth literature by studying the effect of economic reforms in India and South Korea.

The larger effect of reforms on South Korean economic growth has been consistent in models with a constant intercept. However, in the fixed effects model, we obtain a higher coefficient of reform index for South Korea only in one out of four cases. Results from the fixed effects model suggest that while economic reform has a positive effect on economic growth, time-invariant, country-specific initial conditions cannot be neglected.

A relatively equal distribution of income in South Korea in the early 1960s might have been one of potential factors behind these beneficial initial conditions (Rodrik, 1996). We realize that income equality could have facilitated better governance in South Korea relative to India in three ways. First, policymaking and reform implementation was much easier in Korea due to a lack of influential property-owning class. Secondly, the absence of acute inequality did not create an urgency to redistribute income on the government, and, thus, undercut reform efforts. Thirdly, as the government was free to pursue economic objectives, it supervised bureaucracy closely and removed any obstacles to the reform process.

It is our perception that high distortions in the Indian economy at the beginning of reform implementation might have contributed to a relatively higher impact of a composite reform index in the fixed effect estimations in India rather than in South Korea. Results of our fixed effect estimations once again lend support to the conventional view in reform literature that the higher are the initial distortions in an economy, the more beneficial is the impact of reform on the economic growth. Therefore, even a modest reform implementation in India could have generated a substantial productivity growth captured by the fixed effect model.

In this study, we have found a significant interaction between the reform indices and the human capital augmented labor. In general, this interaction can be explained as follows. When a domestic firm finds opportunities to utilize appropriately educated labor and low-cost financing, it receives a per se incentive to increase production. Economic reforms can result in higher economic growth when the labor market is flexible enough to allow workers move directly to sectors that matches their skills. In a comparative estimation, we demonstrate that the magnitudes of coefficients of the human capital augmented labor variable are higher relative to their counterparts in regressions with the raw labor. This shows that human capital itself has a positive impact on economic growth.

Policy Implications

By drawing on the findings of this study, the objective of this section is to provide recommendations to policy makers both in India and South Korea. These recommendations are also aimed to attract attention of a wide range of international organizations, as well as authorities in the developing countries that are at initial stages of reform implementation, or are planning to devise and launch a new economic reform program. In particular, we focus on economic implications of three major reforms – trade reform, financial reform, and enterprise restructuring – as well as policies aimed to improve human capital accumulation in the developing countries.

Our analysis suggests that trade reforms and financial reforms played a relatively more significant role in economic growth in South Korea rather than in India. Related outcome-based measures (such as index of openness, share of imports in consumption, ratio of broad money to GDP, etc) show much steeper trend in South Korea in the post-reform period. A hesitant approach to reform implementation is the primary factor behind less effective reform outcomes in India. The Indian financial sector, in particular, still has numerous barriers against the ownership by foreign
companies. As India is quickly marching towards becoming a vibrant and highly sophisticated economy, demand for risk management products will increase from both individuals and businesses. Allowing foreign insurers will expose the domestic market to advanced risk management techniques, which in turn will foster growth in the economy.

India is unique among developing economies in having a huge service sector, exceeding a half of GDP. Economic reforms at the beginning of the 1990s played a critical role in the growth of services. Privatization, deregulation, and FDI created a positive shock to the hitherto stagnant service sector. The introduction of new technology also generated efficiency. Generally, the service sector requires a more highly educated labor force compared to industry. Our study provides evidence that both economic reforms and improvements in human capital bring about a complimentary effect to country’s growth. Since the majority of the Indian population is not highly educated, it is important for India to undertake greater investment in labor force education and health care, building on the growth and success of its service sector.

Our analysis shows that human capital, being a driving force of economic growth, also exerts an indirect effect by complementing economic reforms. A higher level of human capital in South Korea at the beginning of reform implementation to a certain extent explains Korea’s economic success. While India is unique in having a very successful tertiary education system, its primary education is in a poor state, which is evidenced by a low literacy rate. Therefore, primary education system is vital for the Indian effort to improve human capital. More funding, adequate teacher training, and improved infrastructure should lead towards that goal. Vocational education can be provided to people who do not intend to pursue higher education.

Based on the empirical analyses in our study, we provide the following summary of policy implications, which will be relevant to any developing country exploring the ways to pursue economic reforms and accelerate growth. First, economic reforms such as trade liberalization, financial reform, and enterprise restructuring play an important role in economic growth. Either active or gradual reform measures benefit the economy. The more distorted is an economy, the greater is the benefit from economic reforms. Secondly, initial conditions in an economy prior to reform implementation are important factors of reform effectiveness. Reform measures should take into account the state of institutions and social implications of the income distribution. Thirdly, human capital is critical for economic growth. Appropriate human capital increases the efficiency of labor force. Both education and health components of human capital should be taken into account when designing a policy to improve human capital.

Conclusions

In this paper, we analyzed the impact of economic reforms and human capital on economic growth in India and South Korea in the post-reform period.

We constructed a modified production function that along with a conventional factor of production - physical capital- incorporates a composite reform index and augmented labor and show the effect of various reform measures and human capital accumulation on economic growth. We decomposed the total factor productivity into a reform factor and a catchall factor, which captures other implicit influences. We further decomposed augmented labor into raw labor and human capital. By constructing two unique indices - a composite economic reform index and a human capital index - we explored the transitional dynamics of a growth in total factor productivity generated by trade reform, financial reform, enterprise restructuring, schooling, and improvements in life expectancy. We estimated several modifications of our baseline production function to reflect more accurately variable effects of economic reforms in India and South Korea.

Our analysis suggests that economic reforms and human capital accumulation impose a significant positive effect on economic growth. This positive effect is revealed both in contemporaneous and lagged estimations of panel data models. The impact.
of reform turns out to be stronger for South Korea when a model with a constant intercept is estimated.

We also have explored a possibility of an interaction between economic reforms and human capital augmented labor variable. In accordance with the traditional economic literature, which suggests that having appropriate human capital is important in advancing the opportunities opened by reforms, our analysis confirms that reforms aimed on the improvement of human capital, e.g. reforms in labor market, investment in education and healthcare, will have a complementary effect on the efficacy of economic reforms. To ascertain the strength of the effect of human capital on economic growth, we estimated the model with raw labor (i.e. without augmentation effect from human capital). The comparison of models with raw labor and with human capital augmentation reveals a significantly higher effect on economic growth when the estimation employs a human capital augmented variable.

In conclusion, our investigation opens a broad avenue for further research. We recognize that economic reforms and human capital accumulation are important factors for explaining growth in India and South Korea. As such, it is interesting to employ a multivariate maximum likelihood cointegration technique in order to explore the long-run interaction between economic growth, reform measures, and human capital development in these countries. Finally, the model can be empirically tested for a broader range of East Asian countries that recently implemented market reforms and significantly improved their human capital.
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2 Each indicator is created as a weighted sum of two-three principal components. For example, macroeconomic stability captures inflation, budget deficit as a percentage of GDP, and black market premium; structural reform index is composed of “natural trade openness,” exports of oil and mining products, and private credit by deposit banks and other institutions.
3 For example, the most widely used proxy for human capital is school enrollment ratio. But this proxy captures only the education component of human capital. Moreover, school enrollment is a flow variable. Secondary enrollment, in addition to the latter flaws, captures only a segment of education. Another common proxy -adult literacy rate disregards any investment that occurs on top of basic literacy.
4 According to Bloom, Canning, and Sevilla (2004), the correlation between health component (measured by life expectancy) and education component (proxied by average years of schooling) is 0.834.
5 Assuming that different variables used to proxy for human capital may move disproportionately, we describe the effect of variables by finding a linear combination of them.
6 However, if trade distortions are present in the economy, foreign investments may further increase production of a “wrong” good and make the economy even more inefficient.
7 The De Melo et al (1996) reform index is a weighted average of three reform indicators: 1) price liberalization and competition, 2) trade and foreign exchange regime, and 3) privatization and banking reform.
8 We acknowledge a fact that there are alternative ways to measure trade liberalization (i.e., by employing the weighted average rate of tariff and non-tariff barriers or by using Structure Adjusted Trade Intensity (SATI) index). Yet, we follow a traditional approach in economic reform literature and choose outcome-based approach to measure trade liberalization. On the usefulness of this approach in comparing improvements in trade openness over time and across countries, refer to Loayza and Palacios (1997).
9 Following Edwards (1993), we also performed evaluation of the Structure Adjusted Trade Intensity (SATI) to control for country’s size, GDP, transport cost and other relevant variables. This alternative measure of trade reform effectiveness produced no significant results that might have changed our choice.
10 M2/GDP is assumed to move upward with reforms in financial sector.
12 In regressions (5)-(6) that include an interaction term, individual significance of a human capital augmented labor variable is lost. Due to multicollinearity, i.e. with a high correlation of labor input and reform outcome measures (0.878 and 0.863, for R1 and R2, respectively), an introduction of the interaction term might have caused a loss of individual significance to joint significance.
13 However, it is not an issue for us as multicollinearity does not reduce the predictive power or reliability of the model as a whole.
14 We also acknowledge that lags in the impact of reforms will be more considerable in an economy, where market forces had not been well developed or played a significant role prior to reforms.
15 In Table 4.3 in regressions (1), (3), (4), and (5), which include a lagged reform coefficient, individual significance of a physical capital variable is lost. The significantly higher correlation between physical capital and lagged reform measures compared to contemporaneous reform measures, as well as an introduction of interaction term might have caused a loss of individual significance of capital coefficient in these regressions. However, similar to Table 4.2, as long as multicollinearity does not reduce the predictive power of our model, we disregard the issue.
16 For additional discussion, see Havrylyshyn and Wolf (2001).
17 e.g., the ceilings for ownership by foreign insurers are exceedingly low.
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Table 4.1.
Variables for the empirical analysis and index composition

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>Gross Domestic Product, in constant 2000 US dollars</td>
<td>World Development Indicators 2005</td>
</tr>
<tr>
<td>hL</td>
<td>Human capital augmented labor</td>
<td>Below</td>
</tr>
<tr>
<td>L</td>
<td>Total labor force, or economically active population</td>
<td>World Development Indicators 2005</td>
</tr>
<tr>
<td>h</td>
<td>Human capital index, assigns equal weight to: a) average years of schooling b) life expectancy at birth</td>
<td>Barro and Lee (2000) and World Development Indicators 2005</td>
</tr>
<tr>
<td>R</td>
<td>Reform index, assigns equal weights to trade reform index, financial reform index, and enterprise restructuring index</td>
<td>Below</td>
</tr>
<tr>
<td>Trade Reform Index</td>
<td>a) (Exports + Imports)/GDP and b) Imports/Consumption</td>
<td>World Development Indicators 2005</td>
</tr>
<tr>
<td>Financial Reform Index</td>
<td>Assigns equal weights to the World Development Indicators 2005 M2/GDP, and the ratio of domestic credit to private sector to GDP</td>
<td>World Development Indicators 2005</td>
</tr>
<tr>
<td>Enterprise Restructuring Index</td>
<td>a) Private sector share of total employment (India) and b) private sector share of value added (South Korea)</td>
<td>Handbook of Indian Economy by the Reserve Bank of India and Bank of Korea, National Accounts 1970-1987; Kang (1989)</td>
</tr>
</tbody>
</table>
Table 4.2.
Panel regression results with constant intercept Dependent variable: Ln(Q)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>7.654*</td>
<td>6.995*</td>
<td>6.620*</td>
<td>3.914*</td>
<td>15.238*</td>
<td>15.391*</td>
</tr>
<tr>
<td></td>
<td>(0.396)</td>
<td>(0.442)</td>
<td>(2.106)</td>
<td>(1.191)</td>
<td>(4.936)</td>
<td>(3.296)</td>
</tr>
<tr>
<td>Ln(hL)</td>
<td>0.594*</td>
<td>0.520*</td>
<td>0.714*</td>
<td>0.889*</td>
<td>0.122</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>(0.048)</td>
<td>(0.031)</td>
<td>(0.237)</td>
<td>(0.141)</td>
<td>(0.307)</td>
<td>(0.192)</td>
</tr>
<tr>
<td>Ln(K)</td>
<td>0.118*</td>
<td>0.185*</td>
<td>0.082</td>
<td>0.065</td>
<td>0.182*</td>
<td>0.242*</td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
<td>(0.032)</td>
<td>(0.084)</td>
<td>(0.050)</td>
<td>(0.056)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>Ln(R1)</td>
<td>1.023*</td>
<td></td>
<td></td>
<td>-1.152</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.105)</td>
<td></td>
<td></td>
<td>(1.412)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2)</td>
<td>1.152*</td>
<td></td>
<td></td>
<td></td>
<td>-1.324</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.083)</td>
<td></td>
<td></td>
<td></td>
<td>(0.953)</td>
<td></td>
</tr>
<tr>
<td>Ln(R1)-India</td>
<td>0.896*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.224)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R1)-South Korea</td>
<td>0.994*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.098)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2)-India</td>
<td></td>
<td>0.799*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.146)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2)-South Korea</td>
<td>1.093*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.067)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(hL)*Ln(R1)</td>
<td></td>
<td>0.111</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.072)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(hL)*Ln(R2)</td>
<td></td>
<td></td>
<td>0.125*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.049)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regression F-value</td>
<td>3568.556</td>
<td>7042.050</td>
<td>2411.397</td>
<td>7711.998</td>
<td>2717.879</td>
<td>5964.655</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.998</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Notes: standard errors are in parentheses
* denotes significant at 5% level
### Table 4.3.

Panel regression results with constant intercept and lagged reform index  
Dependent variable: Ln(Q)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>8.509*</td>
<td>7.662*</td>
<td>7.884*</td>
<td>5.716*</td>
<td>15.137</td>
<td>16.876*</td>
</tr>
<tr>
<td></td>
<td>(0.475)</td>
<td>(0.387)</td>
<td>(2.029)</td>
<td>(1.228)</td>
<td>(8.035)</td>
<td>(2.908)</td>
</tr>
<tr>
<td>Ln(hL)</td>
<td>0.629*</td>
<td>0.536*</td>
<td>0.707*</td>
<td>0.790*</td>
<td>0.201</td>
<td>-0.022</td>
</tr>
<tr>
<td></td>
<td>(0.058)</td>
<td>(0.041)</td>
<td>(0.251)</td>
<td>(0.132)</td>
<td>(0.522)</td>
<td>(0.183)</td>
</tr>
<tr>
<td>Ln(K)</td>
<td>0.067</td>
<td>0.158*</td>
<td>0.042</td>
<td>0.068</td>
<td>0.134</td>
<td>0.224*</td>
</tr>
<tr>
<td></td>
<td>(0.058)</td>
<td>(0.043)</td>
<td>(0.104)</td>
<td>(0.056)</td>
<td>(0.102)</td>
<td>(0.038)</td>
</tr>
<tr>
<td>Ln(R1(-1))</td>
<td>0.993*</td>
<td></td>
<td>-0.954</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.118)</td>
<td></td>
<td>(2.356)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2(-1))</td>
<td></td>
<td>1.091*</td>
<td></td>
<td>-1.664</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.091)</td>
<td></td>
<td>(0.889)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R1(-1))-India</td>
<td></td>
<td>0.910*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.205)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R1(-1))-South Korea</td>
<td></td>
<td>0.973*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.101)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2(-1))-India</td>
<td></td>
<td>0.849*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.117)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2(-1))-South Korea</td>
<td></td>
<td>1.049*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.075)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(hL)*Ln(R1(-1))</td>
<td></td>
<td>0.099</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.118)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(hL)*Ln(R2(-1))</td>
<td></td>
<td>0.140*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.046)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regression F-value</td>
<td></td>
<td>3283.793</td>
<td>6636.768</td>
<td>2343.252</td>
<td>5474.001</td>
<td>2428.031</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.998</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Notes: standard errors are in parentheses. * denotes significant at 5% level.
Table 4.4.

Panel regression results with fixed effects Dependent variable: Ln(Q)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ln(hL)</td>
<td>0.787*</td>
<td>0.772*</td>
<td>0.573*</td>
<td>0.813*</td>
</tr>
<tr>
<td></td>
<td>(0.169)</td>
<td>(0.078)</td>
<td>(0.233)</td>
<td>(0.220)</td>
</tr>
<tr>
<td>Ln(K)</td>
<td>0.091</td>
<td>0.130*</td>
<td>0.230*</td>
<td>0.109</td>
</tr>
<tr>
<td></td>
<td>(0.047)</td>
<td>(0.027)</td>
<td>(0.098)</td>
<td>(0.099)</td>
</tr>
<tr>
<td>Ln(R1)</td>
<td>0.818*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.159)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2)</td>
<td></td>
<td>0.915*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.091)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R1)-India</td>
<td></td>
<td></td>
<td>1.047*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.241)</td>
<td></td>
</tr>
<tr>
<td>Ln(R1)-South Korea</td>
<td></td>
<td></td>
<td>0.489*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.152)</td>
<td></td>
</tr>
<tr>
<td>Ln(R2)-India</td>
<td></td>
<td></td>
<td></td>
<td>0.875*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.238)</td>
</tr>
<tr>
<td>Ln(R2)-South Korea</td>
<td></td>
<td></td>
<td></td>
<td>0.969*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.184)</td>
</tr>
<tr>
<td>Fixed effects-India</td>
<td>5.138</td>
<td>4.111</td>
<td>4.912</td>
<td>4.009</td>
</tr>
<tr>
<td>Fixed effects-South Korea</td>
<td>5.847</td>
<td>4.939</td>
<td>7.346</td>
<td>4.583</td>
</tr>
<tr>
<td>Regression F-value</td>
<td>2799.919</td>
<td>7812.220</td>
<td>2411.397</td>
<td>5941.108</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.998</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Notes: standard errors are in parentheses, * denotes significant at 5% level
Table 4.5.
Panel regression results with fixed effects and lagged reform index Dependent variable: Ln(Q)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ln(hL)</td>
<td>0.815*</td>
<td>0.775*</td>
<td>0.594*</td>
<td>0.588*</td>
</tr>
<tr>
<td></td>
<td>(0.222)</td>
<td>(0.092)</td>
<td>(0.263)</td>
<td>(0.166)</td>
</tr>
<tr>
<td>Ln(K)</td>
<td>0.042</td>
<td>0.101*</td>
<td>0.215</td>
<td>0.204</td>
</tr>
<tr>
<td></td>
<td>(0.066)</td>
<td>(0.036)</td>
<td>(0.121)</td>
<td>(0.083)</td>
</tr>
<tr>
<td>Ln(R1(-1))</td>
<td>0.787*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.217)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2(-1))</td>
<td></td>
<td>0.875*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.096)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R1(-1))-India</td>
<td></td>
<td></td>
<td>1.003*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.234)</td>
<td></td>
</tr>
<tr>
<td>Ln(R1(-1))-South Korea</td>
<td></td>
<td></td>
<td>0.384</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.258)</td>
<td></td>
</tr>
<tr>
<td>Ln(R2(-1))-India</td>
<td></td>
<td></td>
<td></td>
<td>1.067*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.168)</td>
</tr>
<tr>
<td>Ln(R2(-1))-South Korea</td>
<td></td>
<td></td>
<td></td>
<td>0.660*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.158)</td>
</tr>
<tr>
<td>Fixed effects-India</td>
<td>6.059</td>
<td>5.052</td>
<td>5.080</td>
<td>5.390</td>
</tr>
<tr>
<td>Fixed effects-South Korea</td>
<td>6.756</td>
<td>5.823</td>
<td>7.798</td>
<td>7.227</td>
</tr>
<tr>
<td>Regression F-value</td>
<td>3568.556</td>
<td>6380.055</td>
<td>2411.397</td>
<td>5369.141</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.998</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Notes: standard errors are in parentheses, * denotes significant at 5% level
Table 4.6.
Panel regression results with country-specific coefficients Dependent variable: Ln(Q)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>10.673</td>
<td>8.627</td>
<td>6.936</td>
<td>4.051</td>
<td>7.336</td>
<td>4.691</td>
</tr>
<tr>
<td></td>
<td>(0.585)*</td>
<td>(1.015)*</td>
<td>(2.053)*</td>
<td>(1.976)*</td>
<td>(1.895)*</td>
<td>(1.918)*</td>
</tr>
<tr>
<td>Ln(hL)</td>
<td>0.574</td>
<td>0.801</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.233)*</td>
<td>(0.222)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(K)</td>
<td>0.174</td>
<td>0.074</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.111)</td>
<td>(0.105)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R1)</td>
<td>0.279</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.121)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2)</td>
<td>0.444</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.156)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(hL) - India</td>
<td>1.772</td>
<td>1.514</td>
<td>0.542</td>
<td>0.866</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.136)*</td>
<td>(0.189)*</td>
<td>(0.288)</td>
<td>(0.283)*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(hL) - Korea</td>
<td>0.139</td>
<td>0.341</td>
<td>0.640</td>
<td>0.873</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.069)</td>
<td>(0.113)*</td>
<td>(0.252)*</td>
<td>(0.228)*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(K) - India</td>
<td>-0.769</td>
<td>-0.524</td>
<td></td>
<td>0.134</td>
<td>0.089</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.099)*</td>
<td>(0.154)*</td>
<td></td>
<td>(0.082)</td>
<td>(0.068)</td>
<td></td>
</tr>
<tr>
<td>Ln(K) - Korea</td>
<td>0.426</td>
<td>0.348</td>
<td></td>
<td>0.228</td>
<td>0.116</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.040)*</td>
<td>(0.059)*</td>
<td></td>
<td>(0.098)*</td>
<td>(0.100)</td>
<td></td>
</tr>
<tr>
<td>Ln(R1) - India</td>
<td>1.099</td>
<td></td>
<td>1.111</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.299)*</td>
<td></td>
<td>(0.261)*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R1) - Korea</td>
<td>0.655</td>
<td></td>
<td>0.493</td>
<td>(0.152)*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.198)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2) - India</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.824</td>
<td>0.905</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.314)*</td>
<td>(0.266)*</td>
</tr>
<tr>
<td>Ln(R2) - Korea</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.067</td>
<td>0.949</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.211)*</td>
<td>(0.185)*</td>
</tr>
<tr>
<td>Regression F-Value</td>
<td>10,491.85</td>
<td>12,487.36</td>
<td>2,157.77</td>
<td>5,849.61</td>
<td>2,400.34</td>
<td>5,970.47</td>
</tr>
<tr>
<td>Adjusted R2</td>
<td>0.9997</td>
<td>0.9997</td>
<td>0.9983</td>
<td>0.9993</td>
<td>0.999</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Notes: t-statistics are in parentheses below, *Significant at 5 percent level
Table 4.7.
Panel regression results with L replacing (hL) Dependent variable: Ln(Q)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>6.242*</td>
<td>5.843*</td>
<td>6.790*</td>
<td>6.246*</td>
</tr>
<tr>
<td></td>
<td>(0.655)</td>
<td>(0.808)</td>
<td>(0.557)</td>
<td>(0.726)</td>
</tr>
<tr>
<td>Ln(L)</td>
<td>0.560*</td>
<td>0.456*</td>
<td>0.592*</td>
<td>0.463*</td>
</tr>
<tr>
<td></td>
<td>(0.064)</td>
<td>(0.040)</td>
<td>(0.074)</td>
<td>(0.050)</td>
</tr>
<tr>
<td>Ln(K)</td>
<td>0.184*</td>
<td>0.270*</td>
<td>0.143</td>
<td>0.258*</td>
</tr>
<tr>
<td></td>
<td>(0.060)</td>
<td>(0.044)</td>
<td>(0.071)</td>
<td>(0.053)</td>
</tr>
<tr>
<td>Ln(R1)</td>
<td>1.234*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.155)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2)</td>
<td></td>
<td>1.286*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.135)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R1(-1))</td>
<td></td>
<td></td>
<td>1.232*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.171)</td>
<td></td>
</tr>
<tr>
<td>Ln(R2(-1))</td>
<td></td>
<td></td>
<td></td>
<td>1.232*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.146)</td>
</tr>
<tr>
<td>Regression F-value</td>
<td>2350.414</td>
<td>2811.817</td>
<td>2375.205</td>
<td>3011.540</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.997</td>
<td>0.997</td>
<td>0.997</td>
<td>0.998</td>
</tr>
</tbody>
</table>

Notes: standard errors are in parentheses, * denotes significant at 5% level
### Table 4.8.

Sensitivity analysis 1: Panel regression results with constant capital depreciation rate 10%
Dependent variable: Ln(Q)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>7.494*</td>
<td>6.543*</td>
<td>5.523*</td>
<td>3.392*</td>
</tr>
<tr>
<td></td>
<td>(0.450)</td>
<td>(0.488)</td>
<td>(2.125)</td>
<td>(1.119)</td>
</tr>
<tr>
<td>Ln(hL)</td>
<td>0.646*</td>
<td>0.576*</td>
<td>0.869*</td>
<td>0.956*</td>
</tr>
<tr>
<td></td>
<td>(0.038)</td>
<td>(0.025)</td>
<td>(0.231)</td>
<td>(0.130)</td>
</tr>
<tr>
<td>Ln(K)</td>
<td>0.076</td>
<td>0.145*</td>
<td>0.018</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>(0.039)</td>
<td>(0.029)</td>
<td>(0.069)</td>
<td>(0.041)</td>
</tr>
<tr>
<td>Ln(R1)</td>
<td>1.110*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.090)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2)</td>
<td></td>
<td>1.281*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.079)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R1)-India</td>
<td></td>
<td>0.805*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.289)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R1)-South Korea</td>
<td>1.006*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.110)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2)-India</td>
<td></td>
<td></td>
<td>0.787*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.176)</td>
<td></td>
</tr>
<tr>
<td>Ln(R2)-South Korea</td>
<td>1.122*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.077)</td>
<td></td>
</tr>
<tr>
<td>Regression F-value</td>
<td>3158.363</td>
<td>5925.877</td>
<td>2411.062</td>
<td>7288.845</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.988</td>
<td>0.999</td>
<td>0.998</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Notes: standard errors are in parentheses, * denotes significant at 5% level
Table 4.9.

Sensitivity analysis 2: Panel regression results with constant reform index and weights 0.4, 0.4, 0.2
Dependent variable: Ln(Q)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>9.629*</td>
<td>9.489*</td>
<td>6.556*</td>
<td>3.857*</td>
</tr>
<tr>
<td></td>
<td>(0.473)</td>
<td>(0.652)</td>
<td>(2.309)</td>
<td>(1.384)</td>
</tr>
<tr>
<td>Ln(hL)</td>
<td>0.609*</td>
<td>0.511*</td>
<td>0.938*</td>
<td>1.142*</td>
</tr>
<tr>
<td></td>
<td>(0.041)</td>
<td>(0.031)</td>
<td>(0.236)</td>
<td>(0.149)</td>
</tr>
<tr>
<td>Ln(K)</td>
<td>0.044</td>
<td>0.111*</td>
<td>-0.042</td>
<td>-0.074</td>
</tr>
<tr>
<td></td>
<td>(0.049)</td>
<td>(0.043)</td>
<td>(0.071)</td>
<td>(0.046)</td>
</tr>
<tr>
<td>Ln(R1)</td>
<td>0.968*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.086)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2)</td>
<td></td>
<td>1.088*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.090)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R1)-India</td>
<td>0.580*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.258)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R1)-South Korea</td>
<td>0.864*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.084)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(R2)-India</td>
<td></td>
<td></td>
<td>0.409*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.173)</td>
<td></td>
</tr>
<tr>
<td>Ln(R2)-South Korea</td>
<td></td>
<td></td>
<td>0.942*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.060)</td>
<td></td>
</tr>
<tr>
<td>Regression F-value</td>
<td>2664.648</td>
<td>3292.155</td>
<td>2205.382</td>
<td>6483.701</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.997</td>
<td>0.998</td>
<td>0.997</td>
<td>0.999</td>
</tr>
</tbody>
</table>

Notes: standard errors are in parentheses, * denotes significant at 5% level
Figure 4.1. Volume of trade as a percentage of GDP in India and South Korea, 1960-2003

Figure 4.2. Share of imports in aggregate consumption in India and South Korea, 1960-2003

Figure 4.3. Financial reform index in India and South Korea, 1960-2003
Figure 4.4. Overall reform index R1 in India and South Korea, 1960-2003

Figure 4.5. Overall reform index R2 in India and South Korea, 1960-2003

Figure 4.6. Human capital index in India and South Korea, 1960-2003
Appendix A
Construction of Reform Indices

Table A.1.
Construction of Overall Reform Index for India, 1992-2003

<table>
<thead>
<tr>
<th>Year</th>
<th>Trade Reform Index 1</th>
<th>Trade Reform Index 2</th>
<th>Financial Reform Index</th>
<th>Enterprise Reform Index</th>
<th>Overall Reform Index (R1)</th>
<th>Overall Reform Index (R2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1992</td>
<td>18.75</td>
<td>10.06</td>
<td>33.39</td>
<td>28.79</td>
<td>26.98</td>
<td>24.08</td>
</tr>
<tr>
<td>1993</td>
<td>20.04</td>
<td>11.46</td>
<td>33.37</td>
<td>28.98</td>
<td>27.46</td>
<td>24.60</td>
</tr>
<tr>
<td>1994</td>
<td>20.37</td>
<td>13.50</td>
<td>33.38</td>
<td>28.90</td>
<td>27.55</td>
<td>25.26</td>
</tr>
<tr>
<td>1995</td>
<td>23.21</td>
<td>16.23</td>
<td>32.42</td>
<td>29.04</td>
<td>28.22</td>
<td>25.90</td>
</tr>
<tr>
<td>1996</td>
<td>22.36</td>
<td>14.74</td>
<td>32.91</td>
<td>29.57</td>
<td>28.28</td>
<td>25.74</td>
</tr>
<tr>
<td>1997</td>
<td>22.96</td>
<td>16.08</td>
<td>34.23</td>
<td>30.53</td>
<td>29.24</td>
<td>26.95</td>
</tr>
<tr>
<td>1998</td>
<td>24.13</td>
<td>18.18</td>
<td>35.03</td>
<td>30.84</td>
<td>30.00</td>
<td>28.02</td>
</tr>
<tr>
<td>1999</td>
<td>25.47</td>
<td>18.15</td>
<td>37.34</td>
<td>31.03</td>
<td>31.28</td>
<td>28.84</td>
</tr>
<tr>
<td>2000</td>
<td>28.54</td>
<td>18.84</td>
<td>40.65</td>
<td>30.95</td>
<td>33.38</td>
<td>30.15</td>
</tr>
<tr>
<td>2001</td>
<td>27.58</td>
<td>18.62</td>
<td>41.97</td>
<td>30.98</td>
<td>33.51</td>
<td>30.53</td>
</tr>
<tr>
<td>2002</td>
<td>30.82</td>
<td>19.42</td>
<td>45.64</td>
<td>31.09</td>
<td>35.85</td>
<td>32.05</td>
</tr>
<tr>
<td>2003</td>
<td>30.47</td>
<td>20.32</td>
<td>46.12</td>
<td>31.20</td>
<td>35.93</td>
<td>32.55</td>
</tr>
</tbody>
</table>
Table A.2.

Construction of Overall Reform Index for South Korea, 1966-1977

<table>
<thead>
<tr>
<th>Year</th>
<th>Trade Reform Index 1</th>
<th>Trade Reform Index 2</th>
<th>Financial Reform Index</th>
<th>Enterprise Reform Index</th>
<th>Overall Reform Index R1</th>
<th>Overall Reform Index R2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1966</td>
<td>29.37</td>
<td>6.38</td>
<td>14.29</td>
<td>12.30</td>
<td>42.69</td>
<td>35.02</td>
</tr>
<tr>
<td>1967</td>
<td>32.09</td>
<td>7.89</td>
<td>19.04</td>
<td>16.15</td>
<td>45.31</td>
<td>37.24</td>
</tr>
<tr>
<td>1968</td>
<td>36.59</td>
<td>10.39</td>
<td>26.18</td>
<td>20.99</td>
<td>49.32</td>
<td>40.59</td>
</tr>
<tr>
<td>1969</td>
<td>37.09</td>
<td>11.27</td>
<td>32.68</td>
<td>26.51</td>
<td>51.79</td>
<td>43.18</td>
</tr>
<tr>
<td>1970</td>
<td>36.48</td>
<td>11.09</td>
<td>34.47</td>
<td>28.99</td>
<td>52.32</td>
<td>43.85</td>
</tr>
<tr>
<td>1971</td>
<td>39.38</td>
<td>12.22</td>
<td>35.20</td>
<td>28.99</td>
<td>53.66</td>
<td>44.61</td>
</tr>
<tr>
<td>1972</td>
<td>42.33</td>
<td>11.82</td>
<td>36.07</td>
<td>30.07</td>
<td>54.85</td>
<td>44.68</td>
</tr>
<tr>
<td>1973</td>
<td>59.08</td>
<td>14.79</td>
<td>36.69</td>
<td>31.47</td>
<td>60.55</td>
<td>45.79</td>
</tr>
<tr>
<td>1974</td>
<td>63.68</td>
<td>16.50</td>
<td>35.89</td>
<td>28.52</td>
<td>61.73</td>
<td>46.00</td>
</tr>
<tr>
<td>1975</td>
<td>60.87</td>
<td>15.81</td>
<td>34.08</td>
<td>26.99</td>
<td>60.10</td>
<td>45.09</td>
</tr>
<tr>
<td>1976</td>
<td>60.92</td>
<td>18.35</td>
<td>31.63</td>
<td>25.71</td>
<td>59.22</td>
<td>45.03</td>
</tr>
<tr>
<td>1977</td>
<td>60.58</td>
<td>20.94</td>
<td>32.38</td>
<td>27.45</td>
<td>59.19</td>
<td>45.97</td>
</tr>
</tbody>
</table>
### Appendix B

**Construction of a Human Capital Variable**

**Table B.1.**

Construction of a Human Capital Variable for India, 1992-2003

<table>
<thead>
<tr>
<th>Year</th>
<th>Average Years of Schooling at Birth</th>
<th>Normalized Life Expectancy</th>
<th>Average Years of Schooling at Birth</th>
<th>Normalized Life Expectancy</th>
<th>Composite Human Capital Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>1992</td>
<td>4.27</td>
<td>60.15</td>
<td>2.54</td>
<td>1.36</td>
<td>1.95</td>
</tr>
<tr>
<td>1993</td>
<td>4.35</td>
<td>60.57</td>
<td>2.59</td>
<td>1.37</td>
<td>1.98</td>
</tr>
<tr>
<td>1994</td>
<td>4.44</td>
<td>60.98</td>
<td>2.64</td>
<td>1.38</td>
<td>2.01</td>
</tr>
<tr>
<td>1995</td>
<td>4.52</td>
<td>61.40</td>
<td>2.69</td>
<td>1.39</td>
<td>2.04</td>
</tr>
<tr>
<td>1996</td>
<td>4.63</td>
<td>61.82</td>
<td>2.75</td>
<td>1.39</td>
<td>2.07</td>
</tr>
<tr>
<td>1997</td>
<td>4.74</td>
<td>62.24</td>
<td>2.82</td>
<td>1.40</td>
<td>2.11</td>
</tr>
<tr>
<td>1998</td>
<td>4.84</td>
<td>62.43</td>
<td>2.88</td>
<td>1.41</td>
<td>2.15</td>
</tr>
<tr>
<td>1999</td>
<td>4.95</td>
<td>62.62</td>
<td>2.95</td>
<td>1.41</td>
<td>2.18</td>
</tr>
<tr>
<td>2000</td>
<td>5.06</td>
<td>62.80</td>
<td>3.01</td>
<td>1.42</td>
<td>2.21</td>
</tr>
<tr>
<td>2001</td>
<td>5.17</td>
<td>63.09</td>
<td>3.08</td>
<td>1.42</td>
<td>2.25</td>
</tr>
<tr>
<td>2002</td>
<td>5.28</td>
<td>63.38</td>
<td>3.14</td>
<td>1.43</td>
<td>2.29</td>
</tr>
<tr>
<td>2003</td>
<td>5.38</td>
<td>63.42</td>
<td>3.20</td>
<td>1.43</td>
<td>2.32</td>
</tr>
</tbody>
</table>
Table B.2.

Construction of a Human Capital Variable for Korea, 1966-1977

<table>
<thead>
<tr>
<th>Year</th>
<th>Schooling</th>
<th>Average</th>
<th>Years of Expectancy at Birth</th>
<th>Life</th>
<th>Average</th>
<th>Years of Expectancy at Birth</th>
<th>Composite</th>
</tr>
</thead>
<tbody>
<tr>
<td>1966</td>
<td>5.29</td>
<td>3.15</td>
<td>1.29</td>
<td>2.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1967</td>
<td>5.20</td>
<td>3.09</td>
<td>1.30</td>
<td>2.20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1968</td>
<td>5.10</td>
<td>3.04</td>
<td>1.32</td>
<td>2.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1969</td>
<td>5.01</td>
<td>2.98</td>
<td>1.33</td>
<td>2.16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1970</td>
<td>4.91</td>
<td>2.92</td>
<td>1.35</td>
<td>2.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1971</td>
<td>5.25</td>
<td>3.12</td>
<td>1.37</td>
<td>2.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1972</td>
<td>5.59</td>
<td>3.33</td>
<td>1.39</td>
<td>2.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1973</td>
<td>5.92</td>
<td>3.53</td>
<td>1.40</td>
<td>2.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1974</td>
<td>6.26</td>
<td>3.73</td>
<td>1.42</td>
<td>2.58</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1975</td>
<td>6.60</td>
<td>3.93</td>
<td>1.44</td>
<td>2.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1976</td>
<td>6.86</td>
<td>4.08</td>
<td>1.46</td>
<td>2.77</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1977</td>
<td>7.12</td>
<td>4.24</td>
<td>1.48</td>
<td>2.86</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
ADDRESSING THE ‘BOUNDARYLESS CAREER’: IMPACT ON ORGANIZATIONS, WORKERS, AND INSTITUTIONS OF HIGHER LEARNING
Irwin H. Siegel, Harrisburg Area Community College

ABSTRACT

The traditional career paths followed by workers as they join and attempt to progress within an organizational setting may no longer be applicable in the 21st Century. The declining numbers of employees working for large organizations results in many workers now engaged in “boundaryless careers,” whereby workers attempt to gain skills within a number of different organizations, and package themselves as portable skill sets, migrating from one organization to another. This paper explores in more depth the “boundaryless career” concept and its impact on organizations, the workers themselves, and institutions of higher learning.

Introduction

The end of the 20th Century and the beginning of the 21st Century have proved to be fertile ground for development of the term boundaryless in business literature. The concept of viewing organizations within the context of boundaries, or barriers, emanated from former General Electric CEO Jack Welch. His proposed remedy was the concept of “boundary spanning,” which involved linking and coordinating an organization, initially internally via use of more horizontal structures, but then more particularly to elements of its external environment (Daft, 2007). In this way, Welch suggested that the boundaries or barriers between organizations, which he conceived as artificial and resource-consuming, could be disbanded and more networked structures could ensue.

Ashkenash, et al. (1995) enlarged that concept to what they called the “boundaryless organization.” They also envisioned 21st Century business as requiring enhanced communication and coordination, not just internally within a particular organization, but between organizations themselves. This was the next step in the theoretical framework that envisioned most of the traditional organizational structures as creating and perpetuating the barriers that could impede progress in a globally-connected world.

Certainly, notwithstanding the social, economic and legal implications that might arise from adoption of this concept of a web of networked organizations, questions arise as to implications for the individual worker. It appears to be little coincidence that the discourse of boundaryless is occurring within a context of downsizing and flattening of organizational structures. The era of careers based in one relatively large organization, what Toffler (1981) referred to as “second-wave” organizations (emanating from the dawn of the Industrial Revolution until around 1970) appears gone forever. Indeed, Miles and Snow (1996) suggest that modern workers face performing tasks in “fourth-wave” organizations, where the hierarchies that have dominated American business in particular, will be eliminated, and the organization as employer is replaced by organization as nothing more than a “skill facilitator,” a conduit between individual skill sets and locations requiring those skill sets.

It is within this setting that the concept of the boundaryless career for individual workers has germinated and been nourished. Although a formal definition of this concept will be presented in the following section of this paper, for purposes of this introduction it is suggested that workers (especially recent graduates of institutions of higher learning) entering 21st Century careers will discover a decreased emphasis on working for traditional organizations and an increased emphasis on the workers themselves being able to understand and package themselves as portable skill sets. This paper will review the theoretical foundations of the boundaryless career, describe some ramifications, and suggest some responses, particularly by institutions of higher learning, to this new paradigm, which will significantly impact not just the individual graduates, but the institutions themselves which seek to prepare their graduates for success.
Exploring the Concept of the Boundaryless Career

Definition and Context

The often-cited definition of career is the unfolding sequence of a person’s work experience over time (Arthur, Hall and Lawrence, 1989). Note the importance of the dimension of time to this venerable definition, which neither addresses particular work arrangements nor what constitutes career success (Arthur, Khapova and Wilderom, 2005). Traditional organizational careers are conceived of as “bounded,” subject to the barriers inherent to working within one or a few organizations, where hierarchy and vertical structures have been dominant. Thus, a great deal of traditional career theory or career success literature, and it is in ample supply, is based upon the foundation of the bounded career. However, the emergence of what has been called the “new work order” (Solomon, 1999) has severely eroded the concept of the bounded career, as downsizing and the reality of the global economy increasingly have eroded the stability characterized by employment in “second wave” organizations (Tofler, 1981). Weick (1996) suggests that “What is different now is that work experience is more decoupled from specific organizations, more proactive and enactive, more indistinguishable from organizing, more portable, more discontinuous, less predictable, and more reliant on improvisation” (p. 41).

Although it has been suggested that models of the boundaryless career date back to the 1960’s (Mirvis & Hall, 1996), certainly Arthur & Rousseau (1996) can be credited with popularizing this concept. To build their development of a definition of the boundaryless career, Arthur and Rousseau (1996) suggest that the traditional definition of organization as an entity having relatively constant membership is migrating back to the roots of organization, not as an entity but as a process, one of the four functions of management. Unconstrained by the “boundaries” of organizations, a boundaryless career can thus be defined as “careers that cross organizational boundaries, cross traditional boundaries within the organization, involve allegiance to a profession outside the organization, utilize networks of relationships that cross organizations, or involve extraoccupational considerations such as the family” (Ellig and Thatchenkery, 1996, 172). This represents a more expanded version of the classic definition of boundaryless careers provided as “…a sequence of job opportunities that go beyond the boundaries of a single employment setting” (DeFellippi and Arthur, 1996, p. 116).

Arthur and Rousseau (1996) break down the definition into particular elements, which are very interesting. They include:

- careers which transcend boundaries of separate employers
- careers which draw validation (and marketability) externally from the present employer
- careers sustained by external networks or information
- careers where traditional hierarchical reporting and advancement are no longer applicable
- careers resulting from rejection of opportunities for personal or family reasons
- careers dependent upon the interpretation of the career actor/actress.

In addition, Sullivan (1999) researched the boundaryless career literature to that point and developed a similar list of dimensions, which include (a) portable skills, knowledge, and abilities across multiple firms; (c) personal identification with meaningful work; (d) on-the-job action learning; (e) development of multiple networks and peer learning relationships; and (f) individual responsibility for career management (p. 458). In synthesizing these conceptions, one is struck, first of all, with the sweeping breadth of the definition of boundaryless careers. Also, the familiar concept of a career linked to particular organizations is striking by its absence from these elements, replaced by “an enticing vision of individual initiative, relative independence from a hierarchy, and the building of a sense of community through voluntary associations and networks” (Baker
It is evident that the boundaryless career is not a natural extension of the traditional “bounded” career, but is essentially a new paradigm, timely in the first decade of a new century with new concepts of the nature of work.

Certainly, the boundaryless career developed within a context. That context is sometimes referred to as the “new economy,” the migration from a manufacturing to a service economy. Critical research refers to it as the “new work order,” defined as “the dynamic and human nature of post-industrial work...post-Fordism” (Solomon, 1999, p. 121). The transition from production of goods to production of knowledge, coupled with expansion of globalism, an explosion in development of technology, and economic realities has certainly provided fertile ground for germination of the boundaryless career, as many larger organizations began to shrink in size or disappear altogether.

Review of Applicable Literature

Teff (1997), in reviewing Arthur & Rousseau’s (1996) book, makes an interesting point: “It seems noteworthy that...career theories from the past fifty years are substantially absent...Might we conclude that the development of the boundaryless career paradigm will require that we abandon fifty years of career and organizational theory? It would seem so” (p. 68). This paper suggests we should be cautious in rejecting traditional career theory, however. The paradigm of boundaryless career is more about reshaping the context of careers than about reshaping the content of careers. The basic elements of the definition of “career” presented earlier have not changed. Careers still unfold over time, are still sequential (if only in the chronological sense) and still involve work experience. What the boundaryless career literature suggests has changed, however, is the environment or context in which careers occur. Thus, it is useful to briefly review some of the leading career literature, before reviewing significant boundaryless career literature. (As the boundaryless career appears to negatively impact the career success research, however, that concept, including the literature base, will not be reviewed here).

A relatively early “classic” in careers research was Hall’s (1976) Careers in organizations. Now, as reflected in the book’s title, it presupposed a “bounded” environment for careers. Actually, it was dated so fast that, by the time it finally went out of print ten years after publication, there was no interest in reprinting. Hall (2002) admitted that, “not only is the book dead but also perhaps the main idea of the book (careers inside organizations) is dead as well” (p. 5). In fact, Hall himself published a sequel in 1996 entitled The career is dead: Long live the career. Not surprisingly, his later book (2002) was entitled Careers in and out of organizations. The 1976 book was important, though, for the basic definition of “career” that is provided, which, since it is not linked to organizations, has proven to be durable over the decades.

Another “classic” from the same time period was Van Maanen’s (1977a) Organizational careers. As with Hall’s early work, careers in this book are situated within the bounded environment of organizations. The author himself described the book as presenting “for the most part [a] complementary” match between career studies’ interest in unfolding individual identity and “the nature and workings of complex organizations” (Van Maanen, 1977b, as quoted by Arthur and Rousseau, 1976, p. 7).

Ed Schein needs no introduction to organizational culture researchers, but he also wrote one of the earlier careers “classics.” Matching individual and organizational needs (1978) and subsequent works introduced the concept of “career anchors,” wherein certain interests and competencies within individuals could be linked to organizational needs. It is interesting, though, that the later version (1996) is entitled Career anchors: discovering your real values, with the reference to the organization now nowhere evident. As with many “fastcapitalist” (Gee, et. al, 1996) products, the book is linked to assessments and other fee-generating features.

Certainly, one of the most significant resources for the boundaryless organization has been Arthur & Rousseau’s (1996) The boundaryless career: A new employment principle for a new organizational era.
The editors have assembled over twenty pieces, covering subject areas in addition to the nature of the boundaryless career: the influence of knowledge-based components; social structure; individual development and growth; and the impact on social institutions. The editors are to be commended for the quality and breadth of this work, which remains a foundation for any future research.

Arthur, Khapova and Wilderom (2005) address the boundaryless career through the lens of offering “guidelines for bringing about a rapprochement between career theory and career success research” (p. 177). They recognize a disconnect between literature suggesting career opportunities transcend an organization, and the traditional model of defining career success from an individual’s perspective, i.e., rank and promotion. They suggest the career success researchers more clearly address issues related to the boundaryless career.

A key issue in understanding the boundaryless career relates to the psychological contract. It is interesting that, although Denise Rousseau, who co-edited The boundaryless career (1996) was also a leading developer of the psychological contract literature, the issue of the extent to which boundaryless career concepts are integrated into the psychological contract was actually explored by Granrose and Baccili (2006). This empirical study concluded that employees who perceived their organizations violated aspects of the psychological contract, particularly the traditional upward mobility obligation, also perceived that managers violated boundaryless career obligations. Not surprisingly, perceived boundaryless career violations were negatively related to organizational commitment. The authors suggest that “Managers and non-managerial employees might need some help in developing their own capacity to enact a boundaryless career and to develop realistic perceptions of what organizations are willing to offer employees in a tightly competitive global economy” (p. 180).

Weick (1996) offers the related concept of enactment, which he views as a natural extension of the boundaryless career: “the concept of enactment suggests that individuals are agents of their own development, but not simply because they are active, controlling and independent. People also organize cooperatively in order to learn” (p. 45). Enactment reinforces two key components of boundaryless careers: the importance of cooperation with others, even as the traditional bounded organization becomes less important; and the essential ingredient of learning in the new work order. As far as cooperation, Baker and Aldrich (1996) suggest that the boundaryless career permits “the building of a sense of community through voluntary associations and networks” (p. 135). As far as learning, they also remind us that the traditional career dimensions include identify, knowledge accumulation and multiple employers. Bird (1996) reaffirms careers as repositories of knowledge, and develops a model boundaryless careers as themselves a vehicle for knowledge creation.

It should be noted, however, the two relatively recent books dealing with the subject of careers in the new economy do not adopt the boundaryless career lens. Osterman (1996) notes that Kanter (1989) presciently observed that “Reliance on organizations to give shape to a career is being replaced by reliance on self” (p. 299). He goes on to caution that, even though data and cases studies reflect that managerial work is changing, “the data do not suggest the kind of revolutionary change implied by much of the popular literature” (Osterman, 1996, p. 11). Many of the chapters he presents are bounded by what he calls the “internal labor market” of managers. The term “boundaryless career” does not appear in any of them. In all fairness, that may be due to the fact that this book was released at the same time as that of Arthur and Rousseau (1996), which provided the focus on boundaryless careers.

Similarly, Kummerow (2000), in updating her classic New directions in career planning and the workplace, while acknowledging significant changes in the workplace from 1991, when the original work was published, does not include any chapters that discuss the boundaryless career concept using that terminology. However, contributors Saveri and Falcon (2000) do suggest that “In the new world of
work, employers will continue to support workers, but individuals will take more control over their career paths and seek what is necessary to achieve continuous professional satisfaction, growth, and effectiveness” (p. 51). Although the specific term is not used, the concept appears close to that of the boundaryless organization.

In sum, it seems clear that even some of the authors of the earlier “classic” career literature, while not always embracing the term “boundaryless career,” have acknowledged that the traditional “bounded” career assumption which guided much of that literature may have lost a great deal of its relevance in the 21st Century. While not all subsequent literature has used the specific term “boundaryless career,” the concept itself does appear to drive much of that literature, and it will serve as the focus for the discussion and recommendations of this paper.

**RAMIFICATIONS OF THE BOUNDARYLESS CAREER**

**Alteration of the Psychological Contract**

Rousseau, one of the editors of *The boundaryless career: A new employment principle for a new organizational era* (1996), also has contributed significantly to development of the “psychological contract” literature. The “psychological contract” research suggests that, similarly to a contract at law, employees agree, at least psychologically, to make certain *contributions* to an organization, such as their time, expertise, loyalty, etc., in exchange for certain *inducements* from the organization, such as pay and other benefits, job security, etc. Obviously, as the impact of the organization declines, the psychological contract becomes more fragile. Sullivan (1999) suggests that “The psychological employment contract between firms and workers has also altered. Under the old contract, workers exchanged loyalty for job security. Under the new contract, workers exchange performance for continuous learning and marketability” (p. 458).

A recent empirical study by Granrose and Baccili (2006) sought to examine, in part, consequences of perceived violations of the psychological contract pertaining to aspects of boundaryless careers. Based upon a sample of aerospace employees, the researchers hypothesized that boundaryless career contract violations would be negatively related to organizational commitment and positively related to intentions to leave the firm. Results of the study indicated that the data supported both hypotheses, with the interesting *caveat* that intention to leave the firm after perceived violation was moderated by the interaction between the organization providing boundaryless career training and commitment to the supervising manager.

It is evident that, because the traditional psychological contract was heavily grounded in the assumption that the employee would work for only one or a few organizations during his or her career, it has been significantly altered for many employees, not just by the external environmental impacts upon organizations themselves, but also by the resulting development of the boundaryless career conception. What employees will perceive as *inducements* received in exchange for their *contributions* must now also include tangible and intangible enhancements to their knowledge and skill sets, to increase their marketability as their careers unfold.

**Other Potential Psychological Ramifications for Workers**

In addition to the impact on the psychological contract, boundaryless careers will carry other potential psychological ramifications for workers. To understand this better, one must first keep in mind that “Research on careers has been greatly influenced by the theories of adult development” (Sulli
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achieving goals that are personally meaningful to the individual, rather than those set by parents, peers, an organization or society” (Mirvis and Hall, 1996, p. 238). They suggest that the boundaryless career inevitably results in a cyclical form of career development, which includes periods of reskilling, as opposed to the more linear upward spiral of traditional bounded careers. The result may be the need for adjusted expectations for workers as far as their own career progression, and replacement of the “known unknown” of a bounded organization with the “unknown unknown” as the impact of organizations upon individual careers becomes more marginalized. This is consistent with the suggestion by Leavitt (2003) that the organizational hierarchy fulfills important psychological needs within the individual worker, a sense of personal identity (Hall, 1976).

To combat what could become earlier career plateauing within a boundaryless career, Mirvis and Hall (1996) again suggest the need to view careers within developmental, rather than chronological cycles, thus, in essence, reversing the progression suggested decades earlier by Super (1957) and Levinson (1986). A negative psychological (and material) result, though, would be the realization by the worker that he/she is taking a step backward to, hopefully, be able to take three steps forward. Their suggestion of the need for “adaptability” (p. 244) essentially means that workers in the 21st Century will need a substantial amount of flexibility (again, material and psychologically) to be able to flourish. As a result of these and other psychological issues, Mirvis and Hall (1996) caution that “the movement toward the boundaryless organization is well ahead of acceptance of the boundaryless career” (p. 250).

Potential Sociological Ramification for Workers

Sullivan (1999) notes the dearth of literature addressing career implications for women under the traditional, bounded career. She then cautions that, although “it has been suggested that women’s experiences of balancing work and non-work demands, coupled with feminine traits, may make women better suited than men to boundaryless careers. . . [potential negative effects] may not significantly improve the working lives of women and minorities” (p. 475). Those negative effects could include increased examples of discrimination, sexual harassment, and ability to locate needed mentors. Perrow (1996) would tend to concur, warning that “for every satisfying boundaryless career that opens up, there are five to ten dead-end and degrading ones created, and one or two people left unemployed for a long stretch” (p. 297).

Perrow’s (1996) piece is particularly thought-provoking in that he reminds the readers that, over the past century, organizations have not only benefitted workers themselves, but all of what he terms “civil society,” i.e., those outside of the direct employment parameters. Thus, he would appear to view the “bounded” organization as much less bounded than it appeared, or whose boundaries are permeable to the overall benefit of society as a whole. Benefits of the large organization to civil society include not just those which flow from the employment contract (legal or psychological) but “more subtle sociopolitical processes. . . such as the determination of residence patterns; friendship opportunities; mate selection; political socialization; and most broadly, the ways in which social reality is constructed. . .” (pp. 298-299). Further, the residue of larger organizations is the creation of smaller ones to address specific needs or issues created by the larger organizations.

It should be noted in passing, however, that not all researchers would view what Perrow (1996) terms “absorption” of civil society by large organizations as an entirely positive phenomenon. However, there can be little doubt that emergence of the boundaryless career will result in sociological upheaval to some extent, perhaps even as widespread at the very Industrial Revolution which spawned the proliferation of the large organizations which have dominated society for over a century.

Ramifications for Adult Education and Human Resource Development

No less an adult education research icon than Stephen Brookfield suggested that Eduard Lindeman’s (1926)
The meaning of adult education is “the single work in American adult education which can justly lay claim to the status of a visionary charter for the field. . . . it is the one tract in the field to which the term ‘classic’ can correctly be applied” (Brookfield, 1983, p. 37). It would seem appropriate to review Lindeman’s (1926) seminal work to ascertain whether his vision for adult education encompassed the boundaryless career and, if so, what its potential ramifications for adult education might be.

At first glance it would appear that Lindeman would have viewed the boundaryless career as violative of one of his key principles for adult education: it must be non-vocational in character: “adult education more accurately defined begins where vocational education leaves off. Its purpose is to put meaning into the whole of life” (Lindeman, 1926, p. 5). Essentially, Lindeman rejected the utilization of adult education to foster the training, and thus, the financial position, of the worker. This would seem to be contrary to the fundamental need for continuous training and education of workers engaged in boundaryless careers. However, the above principle was largely rejected during the 20th Century and no longer “predominate[s] in respect to the conduct of adult education in the United States” (Brookfield, 1984, p. 187).

The remaining three fundamental principles of adult education contributed by Lindeman (1926) do, if not foresee, at least address issues related to boundaryless careers. The first is the need for lifelong education. Lindeman rejected the “front-end” model of education, under which education was the province solely of the young and developing. The ringing final sentence of his book is straightforward and clear: “Education is life” (Lindeman, 1926, p. 129). Lifelong education is a cornerstone of adult education and also a requirement for the boundaryless career; thus, the intersection is strong and significant.

The development of the boundaryless career would also be consistent with another principle of adult education formulated by Lindeman (1926): adult education is situational. “Since that education is best which most adequately helps us to meet situations, the best teaching method is one which emerges from situation-experiences” (Lindeman, 1926, p. 115). The need for adult education within the boundaryless career will indeed become very situation-dependent, which will result in an enhanced role for adult educators.

Finally, Lindeman (1926) reminds us that “. . . the resource of highest value in adult education is the learner’s experience. . . . Experience is the adult learner’s living textbook” (p. 7). Now Lindeman was not just looking at adult workers drawing on experience as they learned new trades; indeed, he rejected a vocational lens for adult education. What he was suggesting is that adult education could serve as a vehicle for workers not just in enhancing a package of skill sets but in making a difference within their own worlds: “Experience is, first of all, doing something; second, doing something that makes a difference; third, knowing what difference it makes” (p. 87). Note how this call for adult education to serve as a fulcrum for social action fits very nicely in addressing the concerns of Sullivan (1999) and Perrow (1986) about the potential costs to society as a whole resulting from the boundaryless career.

In short, it is apparent that adult education would indeed have a significant potential role in a world of boundaryless careers. One important vehicle for adult education in the workplace is human resource development (HRD). Interestingly, although some definitions of HRD have been narrowly crafted, as “development of people within organizations” (Gilley, Eggland and Gilley, 2002), with development itself defined as “advancement of knowledge, skills and competencies for the purpose of improving performance within an organization…career development” (p. 5), there have been broader applications than this bounded one. McLean and McLean (2001) defined HRD as “any process or activity that, either initially or over the long term, has the potential to develop adults’ work-based knowledge, expertise, productivity and satisfaction, whether for personal or group/team gain, or for the benefit of an organization, community, nation or, ultimately, the whole of humanity” (p. 322).
Driven by this broad concept of HRD, van Dijk (2004) argues that “career development should be a foundation for HRD and not some fad that is insignificant to the discipline” (p. 771). He suggests that even though most people may still be involved in a “traditional” career, “the concept of the boundaryless career will most probably play an important part in the future of career development and HRD” (p. 774), while acknowledging that more research is needed to determine how HRD can play its role.

**Evolution of the Structure of Organizations**

Finally, in addition to the “micro” ramifications to the individual worker resulting from the boundaryless career, several macro, or organizational, ramifications should be noted. A primary organizational ramification might be seen as an evolution into more horizontal structural forms. Miles and Snow (1996) discuss what they call the “cellular” structure, made up of “cells” (self-managing teams or autonomous business units are the examples provided) which can exist independently but could also interact with other cells in a systems-like fashion. They suggest that “In the cellular firm, the organization functions not as an employer, but as a facilitating mechanism to promote the application and enhancement of the professional skills of its membership” (p. 111). Although the concept is interesting, the metaphor they utilized calls to mind the very boundaries that Jack Welch suggested should be spanned within an organization.

Another interesting structural form which could evolve is Handy’s (1989) shamrock model. The shamrock would have three leaves. The first would constitute the core staff of managers, technicians and professionals. The second would be contractors and other specialists. The third would be a “contingent” labor force of part-time and temporary workers serving as a “buffer” for the core workforce. The strengths of this model lie in its networked nature and horizontal layout. However, it does tend to call to mind Mintzberg’s (1979) famous five parts of an organization, which was not intended to address boundaryless careers.

Perhaps it is simply more realistic to conceptualize the boundaryless career as a reaction to the changed nature of organizations, rather than viewing the organization as reacting structurally to the boundaryless career.

**Recommendations for Institutions of Higher Learning**

A recent article in the *Wall Street Journal* (July 11, 2008) reported that even not-so-recent college graduates are demanding more career assistance from their former schools as they encounter the current residue of the new economy. The era of the boundaryless career does present some challenges, not just to employers within traditional organizations, but for institutions of higher learning as well. If the traditional career models have not been formally taught, certainly their presence has been assumed as far as career planning and placement of students is concerned. It would appear that, at a minimum, higher education institutions should be shifting their focus in this area. Some recommendations follow below.

1. **Enhance Utilization of Internships and Other Experiential Learning Vehicles.** As a result of the importance of learning and building skill sets in a boundaryless career, the work of Kolb (1984) in presenting the concept of experiential learning, and Schon (1987) in framing the application, often through development of mentorship relationships, becomes crucial to worker success. Institutions of higher learning need to assist in and promote development of internships, service learning projects and other forms of experiential learning, regardless of program. This not only serves to build experience in students, thus enhancing their value, but also serves to initialize the mentoring and networking relationships they will require.

2. **Enhance Focus on Person-to-Job Fit.** Person-to-job fit means essentially ensuring that the position the worker will assume will “fit” that worker’s behavior set, as well as his or her skills, education and ability. This is of added importance in a boundaryless environment,
where workers may not be able to make lateral changes or even ascend the hierarchy in the event they assume a position that does not “fit” them, and in which therefore they will not remain for long. Perhaps behavioral inventories will become even more important in the boundaryless environment, in lieu of the HR counseling function utilized by larger organizations. It would be useful for students graduating into a boundaryless career environment to have developed some idea of their identity as far as the world of work is involved: their strengths, weaknesses, preferences, etc. Parker (2002) suggests the “Intelligent Career” model to integrate subjective career data in counseling workers. Included in this category would be enhancing sensitivity to issues involving diversity and the multicultural workplace, including an emphasis on understanding the generations of workers currently engaged in the workplace.

3. Increase Student Sensitivity to the Importance of Informal Learning and Lifelong Learning. Students need to recognize that the formal classroom learning they acquire within institutions of higher learning is not the “end-all” for a career. Institutions of higher learning contribute greatly by enhancing a student’s ability to learn, but that process will continue for the remainder of the student’s life, primarily outside of the classroom setting. This concept needs to be reinforced in students, who often tend to blame their college or university for failing to ‘teach’ them what they might see as “useful” skills. It is prudent for institutions of higher learning to ensure that students understand the difference between training and education, and understand that learning is their responsibility, and it will continue throughout the remainder of their careers, and their lives.

4. Explore Vehicles to Assist Students With Portfolio Development. By its very nature, the boundaryless career is going to be largely self-directed by the worker. A portfolio to provide more detail on the skill sets that a worker expresses that he or she possesses is extremely valuable as evidence for prospective employers. Brown (2002) suggests that “developing a portfolio supports not only identification of prior learning but also leads to new learning outcomes” (p. 232). Her qualitative study on the use of portfolios with adult students found (a) a marked increase in the participants’ self-knowledge after portfolio development; (b) a greater recognition of the value of learning from work and from mentors; and (c) improved communication and organizational skills. While there is a great deal of software dealing with portfolio development from an assessment perspective, perhaps more of that software should be tailored towards post-graduation career issues.

5. Reinforce the Possibility of Becoming a Temporary Worker for a Period of Time. Students often reject the idea of joining a temporary workforce agency after graduation, even those who do not quickly secure a full-time or even part-time position in the workforce. One reason for that is the stereotype that “temporary workers are locked into a labor market underclass, with low wages, no benefits, negligible job security, little training and no possibility of advancement” (Marler, Milkovich and Barringer, 1998). However, an empirical study at Cornell University found that highly skilled boundaryless temporary workers were more likely to choose temporary work assignments voluntarily, perhaps as a method for building their skill sets, rather than for economic reasons. “They prefer temporary work because it offers them an opportunity to have greater flexibility as well as earn more money. . . “ (Marler, Milkovich and Barringer, 1998, p. 23). The researchers suggest their findings might lead to a “boundaryless temporary career” industry. At the least, it does describe a feasible alternative of which students should become aware.

The above listing is certainly not exhaustive, but perhaps provides a framework for further discussion and development.
Limitations and Suggestions for Further Research

As indicated above, certainly the concept of the boundaryless career has not been universally accepted. Brocklehurst (2003) cautions that, “The evidence for the boundaryless career has yet to emerge” (p. 4). Relatively recent works on careers edited by Osterman (1996) and Kummerow (2000) make scant if any mention of it, while acknowledging the changing nature of careers in general. It is true that much of the research on this concept to this point is theoretical in nature, with a paucity of studies to actually support the theory. A good deal more general empirical research on the actual existence of what is termed a boundaryless career is warranted (Sullivan, 1999).

One key limitation may also be its limited applicability to the professions. A recent empirical study by Smith and Sheridan (2006) appears to challenge the applicability of the boundaryless career concept to accountants in Australia. Based on interviews with 60 of them, the authors concluded that “the behaviour, needs and expectations of the men and women interviewed from the accounting profession in Australia are more in line with an organizational career” (p. 231). The researchers attributed this result in part to the structured nature of the accounting profession. Certainly, empirical studies of the applicability of the boundaryless career to other professions would be useful.

Brocklehurst (2003) also reminds the readers that the existence of “boundaries” transcends those of the organizational variety, and may have resulted from past practices that have become routine. He also cautions that while “it may be the case that workers are crossing organizational boundaries at an ever-increasing rate, it does not follow that this amounts to a ‘career’ even of the non-linear, non-hierarchic sort described in the literature on the boundaryless career” (p. 3). He suggests further research on the effect of increasing geographic mobility as job seekers move from place to place.

Van Dijk (2004) also suggests the need for further research in the area of using HRD to facilitate the employability of workers in a boundaryless environment, and the impact of the boundaryless career on HRD. He recommends additional research into the interplay of work-life issues and the effect of societal and national elements, which might be viewed as ‘boundaries’ in themselves.

Sullivan (1999) provides a number of suggestions for future research in this area. Certainly one, which was mentioned earlier is the effect of the boundaryless career on women and minorities. Along those same lines, she also suggests further studies on the cross-cultural generalizability of careers research.

Finally, literature from the field of adult education in this area is scant at this point. More research is needed concerning the intersection of the boundaryless career and adult learning. Particularly of interest might be the enhanced implications for informal and incidental learning as substitutes for continued formal learning mechanisms, such as training, and the increased formalization and communication of tacit (in addition to explicit) knowledge in the workplace.

Conclusion

With the advent of the “new economy” and the “new work order,” as well as the enhanced utilization of technology and increased globalization has come a marked shift in the way many workers perceive their careers. The boundaryless career concept suggests increased proliferation of what has been called the “free agent” worker (van Dijk, 2004), essentially a package of skill sets traveling from workplace to workplace, as a result of increased marginalization of the larger organization. Over the long term, this phenomenon may result in as significant an impact on work and careers as the dawning of the Industrial Age itself. Institutions of higher learning and organizations themselves should be developing mechanisms to address students and workers who will more than likely be involved in this new career paradigm.
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For many years consumer researchers have suggested that non-conscious processes may operate on consumer behavior. However, understanding these processes has been a difficult endeavor. One indirect measure, the projective technique, has been used to help uncover consumer attitudes, thoughts, and feelings that would not be necessarily detected by more straightforward questioning. The different types of projective techniques are described as well as a brief review of the literature where projective techniques have been used to better understand consumer behavior. The advantages and disadvantages of projective techniques are discussed. This paper aims to provide an overview of projective techniques in qualitative consumer research. A secondary aim is to open this topic up for further discussion and recommend further research in this area.

Introduction
Consumer behavior is defined as the acquisition, consumption and disposal of products, services, and ideas by decision making units (Jacoby, 1976). The primary goal of consumer research is to produce knowledge about consumer behavior (Calder & Tybout, 1987). Increasingly, consumer researchers have suggested that automatic or non-conscious processes may operate on consumer behavior (Bargh, 2002; Fitzsimins et al., 2002). Indirect measures of consumer attitudes were developed to measure attitudes that would not be necessarily detected by explicit measures (Greenwald & Banaji, 1995). These measures do not reference objects in a respondent’s personal history, but instead focus a respondent’s attention on participating in some task that can indirectly reveal an inaccessible attitude. One such indirect measure and the focus of this literature review is the projective technique.

Projective techniques “provide verbal or visual stimuli which, through their indirection and concealed intent, encourage respondents to reveal their unconscious feelings and attitudes without being aware that they are doing so” (Will, Eadie, & MacAskill, 1996, p. 38). Projective techniques are often referred to as disguised-unstructured techniques. They are termed disguised tasks because the subjects are aware they are participating in a study yet unaware of what the researcher is interested in measuring; they are considered unstructured tasks because their response alternatives are not limited or determined by the researcher (Klofper & Taulbee, 1976). Projective techniques were originally developed by clinical psychologists, psychiatrists, and other personnel trained in personality assessment to gain some understanding into the underlying problems of the patient (Donoghue, 2000). From a clinical and psychoanalytic perspective, the concept of projection is interpreted as a defense mechanism whereby the ego protects and defends itself from anxiety by externalizing thoughts and feelings, directly ascribing them to other individuals, inanimate objects, and environments (Donoghue, 2000; Kline, 1983). Examples of projective techniques in a clinical setting include (but are not limited to): the Rorschach Inkblot Test, Thematic Apperception Test (TAT), Draw-a-Person (DAP) test, and Washington Sentence Completion technique (Klofper & Taulbee, 1976; Seechrest, Stickle, & Stewart, 1998).

In the consumer domain, projective techniques are a way for researchers to transcend communication barriers and illuminate aspects of consumer experience that may be difficult to study. Researchers are able explore people’s thoughts, feelings, and experiences, and encourage respondents to discuss private issues or motives (of which the respondent may not be aware of) without respondents feeling threatened by the direct line of questioning (Haire, 1950). Projective techniques are used to overcome the obstacles inherent in explicit consumer attitude measures. For example, when presented with explicit attitude measures, respondents may fear being judged in a negative manner by those involved with the research study and may be reluctant to endorse certain items that reflect their attitudes. As a
result, many respondents may veil their responses. It is a basic human tendency to present oneself in the best possible light (Fisher, 1993), but the effect of distorted data gathered from self-report, overall, is deleterious to the purpose of the research. Respondents, whether with or without awareness, tend to offer answers that are socially acceptable when placed in the role of a subject in a research experiment. When used properly, projective techniques enable the researcher to circumvent some of these common social barriers that inhibit the respondents’ expression of attitudes and behaviors.

Types of projective techniques

There are a variety of projective techniques that have been and/or are currently used in marketing research. They can be subsumed under the following four headings: (1) association tasks; (2) completion tasks; (3) construction tasks; and (4) expressive tasks (Will et al., 1996).

Association tasks, the most commonly employed projective technique, require subjects to respond to the presentation of an object by indicating the first word, image, or thought elicited by the stimulus (Donoghue, 2000; Will et al., 1996). The basic premise behind association tasks is that thoughts immediately brought to mind are automatically activated by the presentation of the stimulus (Hussey & Duncombe, 1999; Robertson & Joselyn, 1974; Will et al., 1996). Researchers employ these measures because they are seemingly able to tap an automatically activated association with a stimulus object. A byproduct is that respondents often enjoy these tasks because they view the procedure as a game or an entertaining exercise. Word associations, a specific type of association task, are especially valuable for extracting information from consumers about a product or brand (Will et al., 1996). By asking what words come to mind when a stimulus word or phrase is presented—e.g., Coca-Cola: beverage, thirst, fun, relaxation—respondents reveal valuable information regarding their attitudes and beliefs (Day, 1989). Subjects’ responses often provide the researcher with a product- or brand-related consumer vocabulary.

Another association task often employed is termed brand personification, or association of a brand or product with a person or personality type (Donoghue, 2000; Hussey & Duncombe, 1999). During these tasks, respondents are given a number of words and pictures and instructed to select those that they associate with a brand and/or product. The respondents are also asked to explain their choices, providing reasons for their selections. Respondents’ perceptions and imagery associated with a specific product or brand are deduced by analyzing the leitmotif of their responses (Donoghue, 2000; Green, 1984).

Completion tasks encompass a second type of projective technique where, most often, the respondent is given an incomplete sentence, story, argument, or conversation and is instructed to complete it (Donoghue, 2000; Gordon & Langmaid, 1988; Will et al., 1996). There are two specific types of completion procedures: (1) sentence completion tasks and (2) story completion tasks. First, sentence completion tasks require respondents to finish a sentence in any manner that they deem appropriate. It is employed with great frequency because a significant amount of information can be gathered in a short period of time. For instance, contextual information and product- or brand-specific associations can be elicited. Examples assessing the product Coca-Cola could include, “People who drink Coca-Cola are ____,” or “I drink Coca-Cola because it is ____.” However, its main limitation is that, unlike some of the more complex completion procedures, its structure dissuades elaboration, thus limiting researchers’ ability to examine multifaceted consumer associations (Gordon & Langmaid, 1988; Green, 1984).

Second, story completion is a specific task whereby the researcher can examine respondents’ level of emotional attachment with a product or brand. The procedure is quite simple: the only instruction is for respondents to tell a story about the product or brand of interest. In some instances, respondents are instructed to complete a hypothetical conversation between actors/characters while other times pictures are presented as the stimuli, in a manner similar to
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the way the Thematic Apperception Test (TAT) is used in a clinical setting. Briefly, when the TAT is used, respondents are given a set of TAT cards where each picture depicts an individual (or more than one individual) in a fairly ambiguous environment engaging in an indistinct behavior. It is the respondent’s responsibility to describe a story of what may be occurring in the picture. This procedure is repeated for several TAT cards. Based upon the sum of the explanations, the clinician is able to deduce the theme of the patient’s stories. This motif provides insight into the psychological conflicts, past and present, central to the patient (Klofper & Taulbee, 1976). Similarly, many consumer researchers have adapted the TAT to a consumer setting. Respondents, when asked to tell a story about a picture, product, or brand, will describe a detailed tale where they increasingly reveal their own attitudes and feelings toward an attitudinal object as the story unfolds.

The third type of projective technique often used in marketing and consumer research is a construction task. Third person questioning and bubble drawings are the most commonly employed construction procedures. Essentially, respondents are instructed to present their opinions of other people’s actions, feelings, or attitudes. This allows people to respond freely, as they are not explicitly stating how they would personally act, believe, or think (Donoghue, 2000; Gordon & Langmaid, 1988; Will et al., 1996). Thus, an attitude or belief that they might be unwilling to report becomes one that they would express willingly because they do not have personal accountability. The main benefit for researchers is that, typically, subjects’ responses mirror their own thoughts and feelings (Donoghue, 2000; Gordon & Langmaid, 1988). However, the main limitation is that people may simply be describing societal norms instead of their own attitudes and behaviors.

Bubble drawings (often referred to as cartoon tests) are tasks where respondents are instructed to fill in thought or speech bubbles corresponding to characters depicted in a cartoon strip. The characters are presented in ambiguous consumer-related scenarios that are of interest to the researcher (e.g., a consumer looking for an item in the store, a consumer at the checkout line) (Donoghue, 2000; Gordon & Langmaid, 1988). Again, akin to the third person questioning technique, the basic premise behind bubble drawings is that respondents will project their own opinions onto the cartoon characters (Will et al., 1996). It is hypothesized that responses will reflect respondents’ own attitudes and behaviors (Donoghue, 2000; Will et al., 1996).

The final type of projective technique is an expressive task. When expressive tasks are employed, respondents are instructed to role-play, act, draw, or paint a specific concept or situation (Donoghue, 2000). For example, in role playing exercises, the respondent is asked to adopt the role or behavior of a product or brand. Following the exercise, the content, in addition to the construction process, is analyzed. As has been described, the basic premise is that respondents will likely project their own opinions onto the thoughts of the person in the role playing exercise. It is suggested that the way respondents express their answers will match their own feelings (Donoghue, 2000; Will et al., 1996).

**Projective techniques in consumer research**

The first published study on projective techniques in the consumer literature was the Haire shopping list study (Haire, 1950). At the time of the study, Mason Haire was a preeminent behavioral scientist who blended the psychological trends of that time into the consumer domain (Fram & Cibotti, 1991). Haire reported that motives exist which are below the level of verbalization because they are socially unacceptable, difficult to verbalize cogently, or unrecognized, and these motives were intimately related to the decision to purchase or not to purchase. As such, Haire found that it was possible to identify and assess these consumer motives in an indirect manner.

The primary focus of Haire’s research was consumers’ image of a new coffee product—Nescafé instant coffee. At the time of the study, instant coffee was considered a product innovation (most households used traditional drip coffee), but marketers were wary that consumers would not
accept the product unequivocally. It was during this period of history that women were expected to spend considerable amounts of time preparing food and caring for their families (Haire, 1950). Executives believed any product that threatened the image of the woman as a doting and competent housewife could potentially be a marketing disaster. The primary goal of the Haire study was to assess consumer sentiment toward this inventive yet controversial product. However, Haire was apprehensive about using explicit measures to assess consumers’ attitudes toward Nescafé instant coffee. Haire believed that respondents would attach additional meaning to the use of instant coffee in their homes, and explicit measures would not be able to capture respondents’ deepest thoughts and feelings toward the product. Therefore, Haire tried using projective techniques, which were very popular in clinical psychology at the time of Haire’s research, an indirect approach to measure consumer attitudes toward Nescafé instant coffee.

In the study, two shopping lists were prepared for respondents to examine. They were identical in all aspects except that one list specified the purchase of Nescafé instant coffee while the other indicated Maxwell House Coffee (traditional drip ground). The lists were administered to alternate subjects and individuals had no awareness that another list existed. Each shopping list was administered to fifty women in the Boston area (100 women total). Respondents were instructed to read the shopping list and attempt to characterize the woman shopping for the groceries on the list. The respondents were then asked to write a brief description of the woman’s personality and characteristic traits. Lastly, the respondents were instructed to indicate the factors that influenced their judgments of the woman who was shopping for groceries (Haire, 1950).

Overall, Haire (1950) found that the Maxwell House Coffee shopper was depicted frequently in a positive manner. Shoppers with this product on their list were more often viewed as a good housewife by respondents than those who had Nescafé instant coffee on their list. Respondents viewed the Nescafé shopper as lazy, sloppy, and an inefficient household planner and scheduler. Moreover, almost half of the respondents indicated that Nescafé shoppers were indolent and lacking organizational skills. Based on the substitution of Maxwell House Coffee for Nescafé instant coffee (and vice versa), respondents readily altered their perceptions of the female shopper. It appeared that a switch from the well-established, home-made drip coffee (i.e., Maxwell House Coffee), with an associated meaning of concern for one’s family, to the instant coffee (i.e., Nescafé), seemingly associated with respondents’ perceptions of what professional women would purchase, influenced respondents’ ratings of the shoppers. Haire (1950) suggested (and many researchers later supported his contention) that explicit attitude measures would not allow researchers to access this important information. Respondents would be unwillingly, and perhaps unable, to volunteer their thoughts, beliefs, and feelings toward the products.

Haire (1950) completed two subsequent studies in an attempt to better understand the findings from the initial experimental effort. In the second study, to determine whether the negative attitudes toward shoppers were caused by the use of a labor- and time-saving product, Haire added a fictitious convenience product to both the Maxwell House Coffee and Nescafé shopping lists. This product was named Blueberry Fill Pie Mix. Haire (1950) believed that this manufactured good would have rife negative association among respondents, like Nescafé instant coffee, because women were expected to spend substantial amounts of time cooking, baking, and preparing meals for their husbands and families. That is, if women were going to bake a blueberry pie for their families, then they were expected to use fresh blueberries and prepare the pie from scratch. It was hypothesized that any deviation from this norm would tarnish the image of women as caring, considerate, and attentive housewives.

Overall, Haire (1950) found that the addition of Blueberry Fill Pie Mix influenced respondents’ descriptions of the shoppers. Whereas in the first phase the Nescafé shoppers were perceived as being lazy and careless, in the second phase, both the
Maxwell House Coffee and Nescafé shoppers were described in negative terms when Blueberry Fill Pie Mix was an item on their shopping list (Haire, 1950). Both groups were described in unpromising and objectionable terms. Haire attributed these findings to the character of the product, Blueberry Fill Pie Mix, which was deemed even more offensive than Nescafé instant coffee. At the time of this study, prepared foods were not yet a component of mainstream society. Again, it is unlikely that explicit measures would have yielded similar results. However, projective techniques enabled Haire to access this information in an indirect, less threatening manner.

Haire (1950) also conducted a third study in which his purpose was to assess the relationship between unconscious motives and purchase decision. Haire found that the respondents who described the Nescafé shopper in negative terms were unlikely to have purchased or stored instant coffee in their homes. However, women who described the Nescafé shopper in neutral or positive terms, or pardoned the fictitious shopper for using the instant coffee, were almost twice as likely to have instant coffee in their pantries (Haire, 1950). From this study, Haire (1950) suggested that unconscious motives were related to respondents’ decision to purchase or not to purchase instant coffee. Thus, he concluded that projective techniques have the ability to predict consumer behavior.

Haire’s pioneering shopping list study has been replicated several times since its publication in the marketing research literature (Anderson, 1978; Arndt, 1973; Fram & Cibotti, 1991; Hill, 1960, 1968; Lane & Watson, 1975; Robertson & Joselyn, 1974; Sheth, 1970; Webster & von Pechmann, 1970; Westfall, Boyd, & Campbell, 1957). The replications have addressed various issues of projective techniques including the methodology, validity, and utility in consumer behavior and marketing research.

The first replication and extension of Haire’s study was conducted to further test the overall usefulness of projective techniques (Westfall et al., 1957). Westfall et al. (1957) found support for Haire’s (1950) findings and concluded that informative data can be revealed by more disguised, or less overt, projective questioning. Hill (1960) reported that Haire’s (1950) study was flawed because he used biased wording, improperly grouped categories, permitted the symbols to intensify negative attitudes toward Nescafé instant coffee, and had not properly weighted the responses of verbose and laconic respondents. In a second study, Hill (1968) reexamined Haire’s (1950) study, replicating the basic methodology while adding a new condition to the procedure. In this replication, two grocery lists were used: (1) baking powder and instant coffee and (2) salt and instant coffee. Hill’s (1968) somewhat more cautious conclusion was that one change in methodology made important differences in subjects’ responses to the projective techniques. He urged researchers to exercise caution when interpreting responses induced from projective techniques.

Haire’s (1950) shopping list study has also been replicated in languages other than English and in locations outside of the United States (Lane & Watson, 1975; Robertson & Joselyn, 1974). The general findings have remained consistent across international replications. The first intercontinental research effort occurred in Bergen, Norway, using a language other than English (Robertson & Joselyn, 1974). Robertson and Joselyn (1974) found that respondents tended to describe product dimensions in a similar manner to those found in the American studies, but Norwegians used more dimensions in rating the products than their American counterparts. Lane and Watson (1975) surveyed 200 respondents, 100 English-Canadian and 100 French-Canadian women, and found that respondents tended to describe the products in a relatively similar manner to those found in the American version. Lane and Watson (1975) attributed the slight variation in responses to cultural differences and changes in consumer values since Haire’s (1950) research. They also concluded that references to brand names, advertising, and nutrition indicated growing consumer awareness and the importance of their characteristics and attributes. The most recent replication of the Haire (1950) shopping list study demonstrated that projective techniques remain a
reasonable and cost effective way to uncover some real-world phenomena (Fram & Cibotti, 1991). This study showed support for the resurgence of projective techniques in consumer research, utilizing the same methodology of the original shopping list study, while highlighting that the perception of Nescafé instant coffee has evolved in the past 40 years. Overall, the findings indicated that projective techniques remain a useful approach to better understand consumer sentiment.

Beyond the Haire study and its replications, there has been very little published research on projective techniques in the consumer domain. Other published studies have addressed using projective techniques to examine the meaning in gift giving (McGrath, Sherry, & Levy, 1993), to emphasize the need for marketers to make a connection with consumers (Day, 1989), and to evaluate the measurement capabilities of lifestyle typologies (Lastovicka, Murry, & Joachimsthaler, 1990). However, it is not unlikely that researchers in both academic and applied settings are using projective techniques. Small sample sizes and monetary and time commitments associated with projective techniques may have limited the proliferation of research results into the academic journals. Yet projective techniques are taught in introductory and advanced marketing research classes (Churchill & Iacobucci, 2002) and, in all likelihood, still employed with regularity in an applied setting.

Advantages of projective techniques

There are several advantages to using projective techniques, including the amount, richness, and accuracy of the information that is collected (Donoghue, 2000; Wagner, 1995). Projective techniques, when used properly, enable the researcher to access presumably unreachable beliefs, attitudes, values, motivations, personality, cognitions, and behaviors (Donoghue, 2000; Fram & Cibotti, 1991; Will et al., 1996). The nature of projective techniques is that the true purpose of the instrument is well disguised and, in most instances, the subjects are not aware of the purpose of the exercise. However, even if they are aware of the general nature of projective techniques most respondents are uncertain as to which responses are significant to the researcher or the extent of the significance. It is the sum of the responses to the projective stimuli, especially the theme that binds them together, that is of primary interest to the researcher in interpreting the data (Donoghue, 2000; Hussey & Duncombe, 1999; Seechrest et al., 1998; Will et al., 1996).

One specific advantage of using projective techniques in consumer behavior and marketing research is their utility in generating, supplementing, and verifying hypotheses. For example, researchers can use projective techniques to broaden hypotheses about consumers’ purchase behaviors and the ways that they are influenced in their decision-making. These preliminary studies provide relevant information for hypothesis testing that can be verified through various methodologies such as experimentation, panel studies, and surveys.

A second advantage is that there are relatively minor cognitive demands placed on respondents when using projective techniques. For researchers, this is a substantial advantage over other measures where respondents are required to read, comprehend, and respond to the instructions. Most projective techniques are largely nonreading and nonwriting exercises; therefore, the data are not dependent on having a highly educated population. By using projective techniques, researchers have a wider scope of potential respondents compared to self-reporting or rating procedures (Donoghue, 2000). Data are not limited by cognitive ability, and the use of projective techniques enable researchers to measure the beliefs, attitudes, behavior, motivation, and personality of a subset of the population that is often neglected, but nonetheless important, in consumer research.

Disadvantages of projective techniques

The primary disadvantage of employing projective techniques is the complexity of the data; interpretation requires a sophisticated skill set. To effectively employ projective techniques, the researcher must be adept at decoding the data culled from the projective stimuli. Subjects’ responses have little meaning without a methodical analysis by
researchers trained in these techniques (Donoghue, 2000). Further, there can be considerable costs to employ a skilled research staff able to interpret the responses.

A second disadvantage of using projective techniques is that it may be difficult for some respondents to fully immerse themselves in the exercise. Some respondents may not feel comfortable participating in role-playing or imaginative exercises. While some respondents may enjoy these tasks, others may participate reluctantly or even outright refuse.

Another potential disadvantage of projective techniques is the reliability of the instruments (Donoghue, 2000; Kline, 1983). Reliability refers to the general consistency of the instrument (Churchill & Iacobucci, 2002). Test-retest reliability refers to the stability with which a technique yields information over time. In certain situations, subjects’ responses should remain similar and highly correlated from when they are first tested to when they are later re-tested. However, in other instances, the researcher might expect responses to be affected by situational factors (Churchill & Iacobucci, 2002; Donoghue, 2000). Test-retest reliability is contingent upon the goals of the projective research and is a consideration when using projective techniques. There is much debate about whether repeated administrations of projective techniques should correlate or differ (Donoghue, 2000). A second form of reliability is coder or interrater reliability. Interrater reliability refers to the extent to which two (or more) interpreters code the data in the same manner. If equally competent researchers interpret the data in a different manner, then doubts are cast about interrater reliability. Interpreting subjects’ responses to the projective stimuli requires a high level of subjectivity on the part of the researchers, and they may disagree about the underlying meanings of responses. Thus, interrater reliability is one of the major issues of using projective techniques and is often the target of criticism (Churchill, 1991).

**Conclusion**

Research on marketing and consumer behavior has often focused on the measurement of attitudes (Churchill & Iacobucci, 2002) because attitudes have been perceived as powerful determinants of behavior (Allport, 1935). In general, marketers believe that when someone has a favorable attitude toward a particular product, he or she will be more likely to purchase this product. However, straightforward questioning techniques, or explicit attitude measures, typically have been employed to assess these attitudes. Consumer researchers have stressed the importance of using other types of measures in consumer behavior. One such measure is the projective technique. Projective techniques are fundamental to consumer researchers—academics and practitioners alike—involving in qualitative data collection methods. They are mainly used for answering “how”, “why”, and “what” questions in consumer behavior. Projective techniques can provide a depth of understanding of what people truly think and feel about a consumer object. Projective techniques have been in the psychological lexicon for many years, and the strengths and weaknesses of this technique have been clearly outlined. However, there is a need for further research, analysis, and discussion in this area. When used properly, as well as in conjunction with other methods, projective techniques have the ability to illuminate unique aspects of the consumer experience. As such, researchers should continue to examine the utility of projective techniques in the consumer domain.
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ABSTRACT

In 1952, Harry Markowitz published a ground-breaking paper on portfolio selection. In that article, he proposes that optimal portfolios could be constructed using expected return and the variance of the return. About three months later, A. D. Roy also published a paper that argues for portfolio selection using the mean-variance criterion. In essence, these economists developed the same theory of portfolio selection at the same point in time, independently of each other. Yet, in 1990, Harry Markowitz was awarded the Nobel Prize in Economics for his development of portfolio theory, while Roy received no such honor. This paper explores the contributions of Roy in detail and compares them to the Markowitz analysis. Although Roy’s work still remains a footnote in the development of portfolio theory, this paper offers a new appreciation for the forefather of portfolio theory.

Introduction

In 1952, Harry Markowitz published a ground-breaking paper on portfolio selection. In that article, he proposes that optimal portfolios could be constructed using expected return and the variance of the return. About three months later, A. D. Roy also published a paper that argues for portfolio selection using the mean-variance criterion. In essence, these economists developed the same theory of portfolio selection at the same point in time, independently of each other. Yet, in 1990, Harry Markowitz was awarded the Nobel Prize in Economics for his development of portfolio theory, while Roy received no such honor. This paper explores the contributions of Roy in detail and compares them to the Markowitz analysis. Although Roy’s work still remains a footnote in the development of portfolio theory, this paper offers a new appreciation for the forefather of portfolio theory.

The Early Beginnings Of Portfolio Theory

The notion that asset diversification reduces risk is ancient and can be traced as far back as the Talmud which states, “A man should always keep his wealth in three forms: one third in real estate, another in merchandise, and the remainder in liquid assets.” Arguably, however, it was not until 1935 that the future Nobel laureate J.R. Hicks offered some early direction for modern portfolio theory. Although his research was more concerned with explaining the demand for money, he points out two important considerations for modeling risk. Hicks writes, “The risk-factor comes into our problem in two ways: First, as affecting the expected period of investment, and second, as affecting the expected net yield of investment.” Regarding Hick’s first point, both Markowitz (1952) and Roy (1952) emplace their analyses in a one-period investment horizon. Second, and even more relevant to modern portfolio theory, is Hicks’s suggestion of using an expected value calculated with subjective probabilities. Hicks continues, “It is convenient to represent these probabilities to oneself, in statistical fashion, by a mean value, and some measure of dispersion.” Clearly, Hicks comes very close to articulating a mean-variance solution. Crucially, and unlike Roy or Markowitz, Hicks does not develop this line of reasoning nor does he suggest the particular use of variance or standard deviation as that measure of risk. Nonetheless, Hicks’s suggestion anticipates the work of Markowitz and Roy.

Like Hicks, and later James Tobin (1958), Jacob Marschak (1938) was interested in the demand for money and how it related to the demand for other assets. In developing his analysis, Marschak makes a significant conceptual leap: he employs mean and standard deviations for modeling risk. In this
instance, however, the analysis centers upon modeling uncertainty in production and consumption but not, however, portfolio selection. Curiously, Markowitz does not cite Marschak in his original work. Since Marschak was Markowitz’s dissertation advisor, it is very likely he knew of his mentor’s approach. However, Markowitz attributes his insight to the reading of Williams’s book (1938) *The Theory of Investment Value.* In that book, Williams presents the now well-known dividend discount model which states that the price of a stock is equal to the present value of a firm’s expected dividends. While Williams advocates selecting assets with the highest expected returns and reducing risk by diversifying among those assets, he implicitly assumes that returns are independent. Markowitz (1952), of course, clearly recognizes that the returns on securities are highly correlated, and this fact is the entrée for his analysis. Roy, on the other hand, does cite Marschak’s later paper (1950) which deals with the problem of choice under uncertainty. Roy is critical of Marschak’s approach because, while it explains the phenomenon of diversification, it ignores an objective function that maximizes expected return. Thus, Roy and Markowitz set out to build a model that maximizes expected return subject to a risk measure which both economists define as the variance or standard deviation of returns.

**The Contributions Of A Forgotten Founder**

Andrew Donald Roy was born June 28, 1920, the elder son of Donald Whatley Roy, a physician. Shortly before the outbreak of World War II, he studied mathematics at Cambridge University, England. With the outbreak of World War II in Europe, Roy volunteered for military service in October, 1939. During the war, he served overseas in the Royal Artillery and fought in the Burma campaign at the Battle of Imphal. His military service took its toll: Roy contracted epidemic jaundice and suffered a nervous breakdown which resulted in depression and mild schizophrenia. After the war, a healthier Roy returned to Cambridge to study economics. He completed his bachelor’s degree in 1948 and married Katherine Juliet Grove-White (b. September 15, 1922, d. July 24, 2001). They had one son, Donald James Roy. In 1950, Roy completed his master’s degree. In the following year, Roy obtained a Lectureship in Economics and Politics at Sidney Sussex College in Cambridge University – a position he held until 1964. While teaching there, Roy (1952) made his key contribution to portfolio theory by writing “Safety First and the Holding of Assets.” In 1964, he left the academy and became a civil servant. Roy held variety of positions in the Treasury, the Department of Trade & Industry, Ministry of Defense (where he was the Assistant Under-Secretary of State), and, finally, he moved to the Department of Health & Social Security. This change of careers steered his research interests into largely macroeconomic issues, such as labor productivity, and away from portfolio theory. Roy died March 12, 2003 of heart disease.

The history of scientific thought reveals a number of instances when individuals, working independently, developed the same ideas or theories. Clearly, the most famous case involves the development of calculus by Isaac Newton and Wilfred Leibniz. Within financial economics, the derivation of the capital asset pricing model (CAPM) by John Lintner, Jan Mossin, William Sharpe and Jack Treynor is a similar tale. What motivated Roy and Markowitz to consider the portfolio selection problem at the same time? Not surprisingly, both men were dissatisfied with the simple rule of maximizing expected return. Instead, they both sought to reconcile maximizing return with asset diversification. While portfolio diversification, as a practice, can be traced back at least to the mid 19th century, when it was practiced by British investment trusts, no rigorous argument had been put forth to explain it. Instead, diversification was seen as a useful rule of thumb to be applied in an *ad hoc* manner. Markowitz writes, “Diversification is both observed and sensible; a rule which does not imply the superiority of diversification must be rejected both as a hypothesis and as a maxim.” Along similar lines, Roy notes, “the principle of maximising expected return does not explain the well-known phenomenon of the diversification of resources among a wide range of assets.”
In comparing the papers of Markowitz and Roy, the similarities are, at times, striking. For example, the first three numbered equations are virtually the same, save for their choice of letters, to denote expected return. More importantly, however, is the key difference between them: Roy uses the Safety First principle as the guiding notion for his analysis. In formulating his model, he specifies that the expected return on an investment, \( m \), should not fall below some disaster level, \( d \). In turn, this leads him to develop his equations in order to estimate the probability of a disaster, i.e., the failure of an investment to yield some minimum rate of return. In essence, then, Roy’s statement of the problem can be restated as maximizing:

\[
\frac{(m - d)}{\sigma}
\]

where \( \sigma \) denotes the standard deviation of return.\(^{11}\)

Roy’s use of the Safety First principle was, at that time, unusual for an economist and probably influenced by his unfortunate military experience. In employing this principle, he writes about “avoiding the known rocks of uncertain position or with deploying forces so that, if there is an ambush round the next corner, total disaster is avoided. If economic survival is always taken for granted, the rules of behaviour applicable in an uncertain and ruthless world cannot be discovered.”\(^{12}\)

In deriving his model, Roy, like Markowitz, graphically depicts the now-familiar mean-variance frontier, which identifies the risk-return combinations available from holding different portions (weights) of assets. Interestingly, Roy does not emphasize the obvious implication of his diagram: that a higher expected return can be obtained only by assuming more risk (a higher variance). Instead, he chooses to demonstrate how an investor could derive an upper-bound estimate for the probability of a disaster occurring (a return lower than some value \( d \)). Also of note is that Roy anticipates the commonly adopted form of mapping the frontier by putting the expected return on the y-axis and variance (or standard deviation) on the x-axis. In his original and subsequent papers, Markowitz reverses the variables on the axes.

In a section of the paper entitled, “The optimum distribution of resources among n-assets,” Roy tackles the diversification problem. Specifically, Roy sets out to determine the optimal amounts to invest in each asset (the portfolio weights). Hence, his “optimal portfolio” differs from the Markowitz model for several reasons. First, by “optimal”, Roy means any portfolio that offers an expected return above some level \( d \), given some level of risk. Second, his optimal portfolio is one which provides an upper-bound probability of disaster. For Markowitz, any portfolio that offers the highest expected return for a given level of risk (one that lies on the efficient frontier) is judged optimal. In reading the papers of Roy and Markowitz, their divergence in analysis is one born of emphasis. For Markowitz, diversification is shown to reduce the variance of a portfolio’s return. For Roy, diversification is a tool for reducing the probability of disaster.

Perhaps the most crucial insight of mean-variance analysis is its demonstration of the importance of return covariances. Through his equations, Markowitz conveys the impact of covariances on a portfolio’s variance: the lower their values, the lower the variance. Because of his emphasis on determining a probability for disaster, Roy downplays this role for covariance. Nonetheless, in a section of the paper entitled, “A detailed examination of the particular case of two assets,” Roy develops another argument familiar to portfolio theorists – that the position of the mean-variance frontier varies with correlation coefficient values. Although he does not develop this argument, his Figure 3 demonstrates that the efficient frontier becomes linear when the correlation value is negative one.\(^{13}\)

When comparing the original analyses of Markowitz and Roy, can one be judged “better” than the other? In this context, better can be construed as a more general analysis; specifically, an analysis with fewer constraints or assumptions. An argument could be forged that Roy’s analysis is broader in scope because he allows an investor to short sell securities. Markowitz, on the other hand, allows only non-
negative positions in investments. Offsetting this degree-of-freedom is Roy’s requirement that a portfolio satisfy a minimum expected disaster return. In one sense, this slightly complicates the analysis and sends Roy off in search of disaster probabilities. Aesthetically, Markowitz serves us with a pristine version of the mean-variance model. Although the import of their papers are the same, history pronounces Markowitz the clear winner. Today, Markowitz’s name is synonymous with portfolio theory.

Conclusions

Like Markowitz, Roy understood that maximizing expected return was an incomplete or unsatisfactory way to model portfolio choice. He recognized that a better theory was needed to provide a convincing explanation for diversification. In his conclusion, Roy writes, “We have shown why it is a good thing for the property owner to disperse widely both his assets and liabilities, a principle that is always accepted in practice but rarely explained satisfactorily on relatively simple theoretical assumptions.”

Curiously, Roy was unimpressed by his own paper and that of Markowitz. In a private communication with me, Professor Richard Brealey of the London Business School recalls a luncheon with Roy. Brealey writes, “The interesting thing is how little regard Roy had for his paper. I wonder whether things would have been different if he had worked on it at Chicago and [the] Rand Corp.” In other words, Brealey believes that Markowitz received quite a bit of encouragement while writing his dissertation at the University of Chicago and, later, while working at the Rand Corporation; Roy labored in obscurity.

Still, the question remains: why did Roy view his work as unimpressive? Excluding the problem of calculating the variance-covariance matrix, which at the dawn of the computer age seemed daunting, both men were troubled by the notion of incorporating subjective probabilities into the analysis. Probabilities play a crucial role in their theory: this is how expected returns and variances are calculated. Roy proposes that these probabilities come from “both introspection and observation.” Similarly, Markowitz suggests that they are derived by “observation and experience.” Probability formulation weighed on the minds of both men. Markowitz acknowledges that, “This paper does not consider the difficult question of how investors do (or should) form their probability beliefs.”

Roy’s misgivings are revealed in his review of Markowitz’s 1959 book Portfolio Selection. Roy writes, “Before probability concepts can help us with the selection of our investments, we must be able to translate our expectations about future yields and process into subjective joint probability distributions. While Dr. Markowitz emphasizes that past experience is unlikely to be a very good guide to future performance, he gives no clear indication of how either we, or our investment advisors, can provide ourselves with sufficiently precise or generally agreed expectations to merit their processing in an elaborate way… Dr. Markowitz presses for a precision in the specification both of motives and of expectations which it seems unlikely that any existing investor can reasonably be expected to possess or to express coherently.”

Roy’s commentary reveals a skepticism regarding the implementation of their theory. Perhaps this explains why he chose not to pursue portfolio theory much further.

In 1990, Harry Markowitz was awarded the Nobel Prize in economics; Roy received no such acclaim. Toward the end of his life, Markowitz offered this final assessment:

Comparing the two articles, one might wonder why I got a Nobel Prize for mine and Roy did not for his… the more likely reason was visibility to the Nobel Committee in 1990. Roy’s 1952 article was his first and last article in finance. He made this one tremendous contribution and then disappeared from the field, whereas I wrote two books and an assortment of articles in the field. Thus, by 1990 I was still active and Roy may have vanished from the Nobel Committee’s radar screen.
Markowitz’s observation is well-taken. After the publication of his 1952 paper, Roy’s research slowly drifted away from the portfolio selection problem. In hindsight, another avenue of research leading to greater acclaim now appears obvious. By employing a safety-first criterion in his analysis, Roy anticipated the value-at-risk approach to portfolio selection used today. Had he chosen to pursue his safety-first analysis, it seems unlikely that the Nobel Committee would have missed his contribution to financial economics. Today, Markowitz is still largely credited with developing the mean-variance model. Yet, as this analysis reveals, Roy deserves equal credit for establishing the foundations of modern portfolio theory.

References


---

1 Talmud, Baba Metzia ("Middle Gate"), 42a.
3 Hicks (1935), 7.
4 Hicks (1935), 8.
5 Neither Roy nor Markowitz cites the Hick’s 1938 paper. However, Markowitz (1952) does cite *Value and Capital* (1939), where Hicks applies the notion of expected profit to a firm rather than a portfolio. Roy does cite Marschak’s 1950 paper but not his earlier work.
6 For more on Markowitz, please see his autobiography at www.nobelprize.org.
7 The author thanks the Sidney Sussex College Archivist Nicholas Rogers who made provided these details from the College register. Regarding the diagnosis Roy received at that time, one wonders if it now be categorized as post-traumatic distress disorder.
8 See, for example, Roy (1982) and (1983).
9 Markowitz (1952), 77.
10 Roy (1952), 431.
11 Students of portfolio theory will notice that this ratio is reminiscent of the Sharpe ratio which measures performance as the ratio of the portfolio
risk premium, defined as the difference between the portfolio return and the risk-free rate, over the portfolio return's standard deviation.

12 Roy (1952), 432.
13 This graph is now standard in investment textbooks. See for example, Jordan and Miller (2008), 374, Figure 11.5.
14 Roy (1952), 447.
15 To find a mean-variance efficient portfolio, one needs to calculate the variance-covariance matrix with \(N(N-1)/2\) elements. Thus, a reasonably sized portfolio of 100 securities requires the daunting task calculating 4,950 variances or covariances.

16 Roy (1952), 432.
17 Markowitz (1952), 77.
18 Markowitz (1952), 81, fn. 7.
19 Roy (1961), 99-100.
20 Markowitz (1999), 6. Roy (1956) did produce one more paper involving decision making under uncertainty. However, the paper does not address the portfolio selection problem.

Edward J. Sullivan is an associate professor of business and economics at Lebanon Valley College. He earned his Ph.D. in Economics at The Pennsylvania State University. His research interests include monetary and financial economics.
PUBLIC POLICY EXCEPTION TO THE EMPLOYMENT-AT-WILL DOCTRINE IN PENNSYLVANIA
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ABSTRACT

The management of the workforce personnel by Pennsylvania employers is governed by the doctrine of at-will employment. Employment-at-will permits that either the employer or the employee may terminate the employment relationship at the will of either party, without cause. The employment may be ended for a good reason, a bad reason or no reason at all. Generally, an at-will employee has no valid case against an employer for ending his or her job.

INTRODUCTION

Pennsylvania law presumes that employment is at-will due to the fact that most employees in the private sector do not work under the terms and conditions of a written contract. Employees covered by the terms and conditions of a written contract are, by definition, not at-will. Those with written contracts would include union members and, most often, high salaried employees such as CEOs and professional athletes. Their written agreement dictates the terms and conditions of their employment. Consequently, the specific terms in the at-will employment relationships regarding such matters as duration and/or grounds for termination of the relationship are not expressly stated in writing. The Pennsylvania Supreme Court has stated, “…this court has steadfastly resisted any attempt to weaken the presumption of at-will employment in this Commonwealth”¹. Ergo, the relationship can legally be ended without a reason; however, the relationship cannot be ended for the wrong reason.

A wrong reason would be a violation of statutory law. Violations of federal law include violations under:

1. Title VII of the 1964 Equal Opportunity in Employment Act;²
2. The Family Medical Leave Act of 1993;³
3. The age Discrimination in Employment Act of 1967;⁴ and
4. Various labor laws regarding union activity.⁵

Also prohibited are violations of Pennsylvania State Laws, which include:

1. Pennsylvania Human Relations Act;⁶
2. The Criminal History Records Information Act;⁷ and
3. Commercial Drivers.⁸

A third exception to the termination of employment relationships for any or no reason whatsoever in Pennsylvania is “Where the discharge of at-will employees would threaten clear mandates of public policy”⁹. There exists, however, confusion regarding what is or is not, public policy in Pennsylvania. To date, no clear, bright, exact, or inclusive definition exists defining the term.

HISTORY

Reiterating the fact that most employees in the private sector do not work under the terms and conditions of a written contract (as do, for example, union members who are protected by a collective bargaining agreement), the specific terms of the employment relationship regarding such matters as duration and/or grounds for termination are not stated. Thus, although an employer may not fire an employee for an improper reason (such as when one advocates unionization, or the firing is a form of prohibited discrimination) nevertheless, the employer is free to simply dismiss an employee at the will of the employer without stating a reason or cause.

The “at will” doctrine has been well entrenched in labor jurisprudence. The origin of employer and employee rights can be traced to England’s Statute of Labourers¹⁰ which provided that when a hiring of unfixed duration took place, it was presumed to be for one year and a master cold not put away his servant except for reasonable cause. The statute was later repealed. However, the English courts
continued to apply the principle by presuming that a
general hiring was presumed to be for one year.

In America, although the courts initially followed the
English precedent,\textsuperscript{11} by the late 1880’s there emerged
a new development. The courts seemingly adopted
“Wood’s Rule” from the writings
of H.G. Wood in his\textit{Treatise on the Law of Master and Servant}.\textsuperscript{12}
Emphasis was shifted from a presumption of hiring
for one year to freedom of both parties to define their
relationship. If the servant sought to make out a
yearly hiring, the burden was upon him to establish it
upon proof.

The firmly established, well trenched doctrine of at-
will employment was referred to by the Supreme
Court of the United Stated of America as long ago as
1908 when in the case of\textit{Adair v. United States}\textsuperscript{13} the
court mentioned that the right of an employee to quit
his job, for whatever reason, is the same as the right
of an employer to terminate the employee for
whatever reason.

Pennsylvania has historically recognized this
unfretted right of an employer to discharge an
employee-at-will for no reason, in the absence of a
contractual or statutory prohibition. In the past it has
been rare that at-will employees have been successful
when attacking an employer for wrongful termination
in Pennsylvania. The law in Pennsylvania generally
remains to be employer friendly. The employment-
at-will doctrine, arguably, continues to be strongly
entrenched in Pennsylvania.

An early declaration of the doctrine was made in
Pennsylvania in 1891 when a court stated “[an
employer] may discharge an employee with or
without cause at pleasure, unless restrained by some
contract.”\textsuperscript{14} One hundred years later, the courts in
Pennsylvania steadfastly continued to follow the
document.\textsuperscript{15} Presently in the 21\textsuperscript{st} Century, the courts in
Pennsylvania remain firmly dedicated to the doctrine.

\textbf{PUBLIC POLICY}

The public policy exception is a narrow one and
dictates a “finding of violation” of a clearly defined
mandate of public policy which “strikes at the heart
of citizens’, social rights, duties and
responsibilities.\textsuperscript{16} In Pennsylvania, the public policy
exception to the employment-at-will doctrine must be
based on Pennsylvania public policy. In the case of
\textit{McLaughlin v. Gastro Intestinal Specialists},\textsuperscript{17} the
Pennsylvania Supreme Court held that “A plaintiff
must do more than show a possible violation of a
federal statute…”\textsuperscript{18} The Court continued “[plaintiff]
must allege that some public policy of this
Commonwealth is implicated, undermined, or
violated.”\textsuperscript{19}

In Pennsylvania, public policy is determined by
examining the precedent set in Pennsylvania, looking
at the Pennsylvania Constitution and the laws of the
Commonwealth of Pennsylvania.

A Pennsylvania court has noted:

The sources of public policy [which may limit the
Employer’s right of discharge] include legislation;
Administrative rules, regulation, or decision; and
judicial decision. In certain instances, a professional
code of ethics may contain an expression of public
policy . . . Absent legislation the judiciary must
define the cause of action in case-by-case
determinations.\textsuperscript{20}

Consequently, what societal considerations would be
of sufficient moment to be recognized as public
policy generated uncertainty.

Wrongful discharge of an at-will employee initially
was recognized as being actionable in Pennsylvania
in the landmark decision rendered in\textit{Geary v. United
Stated Steel Corp.}\textsuperscript{21} in 1974. The court stated:

[T]here are areas of an employee’s life in which his
employer has no legitimate interest. An intrusion
into one of these areas by virtue of the employer’s
power of discharge might plausibly give rise to a
cause of action, particularly where some recognized
facet of public policy is threatened. The notion that
‘substantive due process elevates an employer’s
privilege of hiring and discharging his employees to
an absolute constitutional right has long since been
discredited. But this case does not require us to
define in comprehensive fashion the perimeters of
this privilege, and we decline to do so. We hold only that where the complaint itself discloses a plausible and legitimate reason for terminating an at-will employment relationship and no clear mandate of public policy is violated thereby, an employee at will has no right of action against his employer for wrongful discharge.  

Geary, a salesman for fourteen years, had been discharged after he voiced an opinion that new tubular products for the petroleum industry were inadequately tested and unsafe. He continued to express his reservations after being ordered to follow directions. Subsequently the product was withdrawn from the market. Nevertheless, Geary was fired, due to his complaints and demeanor. Geary had bypassed the employer’s chain of command and created a nuisance, which the court found to be a plausible and legitimate reason for the termination, leaving Geary without relief. The court determined that no clear mandate of public policy was present and that any implications of such were outweighed by the company’s legitimate interest in preserving normal operational procedures from disruption.

In the wake of the Geary decision, case law in Pennsylvania continues to build regarding specific example of what are actionable violations of public policy, but only sparingly. It is to be noted that when a statutory remedy exists, in some cases there is no actionable claim for a violation of public policy. Therefore, it has been found that where a claim is based on the violation of the Pennsylvania Human Relations Act, (PHRA) an employee was prevented from suing for wrongful termination. Her remedies against her employer were only those found in PHRA.

However, when an employee was denied recourse against her employer based upon allegations of sexual harassment in violation of the PHRA, only because the employer employed less than four persons, a claim was permitted to be pursued as an exception to the at-will employment doctrine. The Pennsylvania Superior Court noted:

It is difficult to believe that the Legislature would first define certain acts as illegal via both the Constitution and stature, thus establishing a public policy unequivocally condemning such conduct, and then remove all judicial recourse for the victims of that conduct. We therefore agree with Appellant’s contention that a public policy exception is appropriate for her situation. In this context we find persuasive the conclusion reached by the Third Circuit Court of Appeals that: “[a] discharge in retaliation for the refusal by a woman employee to succumb to sexual advances would abridge a significant and recognized public policy against sexual discrimination in employment.” To prevent an employee who is alleging sexual harassment from pursuing her claim in court only because her employer has less than four employees appears a direct contravention of a clear public policy on grounds both quixotic and arbitrary.

**Pennsylvania State Court Decisions**

Employee plaintiffs have stated a cause of action based on the public policy at-will exception in the state courts in Pennsylvania in limited instances. In **Reuther v. Fowler & Williams Inc.**, the employee was fired for electing to serve on a jury. Since individuals are required by statute in Pennsylvania to serve when called for jury duty in order to have citizens available for trials, the dismissed employee was permitted by the Pennsylvania Supreme Court to pursue an action against the employer after being discharged for having chosen to fulfill the required jury obligations.

Likewise, a violation of a clearly mandated public policy was found in the case of **Hunter v. Port Authority**, wherein public employment was denied to an individual on the basis of a prior conviction for which a pardon had been granted. The Pennsylvania Supreme Court found that to do so constituted a violation of the Pennsylvania Constitution and would not be permitted.

Another lawsuit that did not uphold the right of an employer to fire an at-will employee due to a violation of public policy is **Field v. Philadelphia Electric Company**. In **Field**, the employee had reported nuclear safety violations and was subsequently discharged. Since federal law
mandated such disclosures, the Pennsylvania Supreme Court permitted the at-will employee to bring suit against the employer. In distinguishing Geary, the Supreme Court noted that the employee was an expert, knew about nuclear regulatory regulations, and knew that the company’s actions were not in compliance. Furthermore, the court found it significant that the risks of radiation were clear.

Additionally, the Pennsylvania Supreme Court found a violation of public policy in the case of Kroehn v. Bedway Sec. Agency, Inc. An employee has been wrongfully discharged for refusing to submit to a polygraph test. Pennsylvania had adopted an anti-polygraph statute that permits employers to require employees to submit to a polygraph under very limited circumstances, none of which applied to the dismissed employee. Consequently, the Pennsylvania Supreme Court held that the employee’s suit against the offending employer should not be dismissed.

The Superior Court in Pennsylvania in 1995 added a fifth scenario to the rare victories for dismissed at-will employees in the case of Highhouse v. Avery Transportation. While the Pennsylvania trial court rendered judgment in favor of the defendant employer, the Pennsylvania Superior Court reversed, holding that “constructive discharge of an at-will employee may serve as a basis for tort recovery if the employer has made working conditions so intolerable that an employee has been forced to resign.” The Pennsylvania Superior Court determined that “if the employer discharged (the employee) because he had made a claim for unemployment compensation during a period when he was not working and earning income, the discharge will constitute a violation of public policy and will support a tort claim for wrongful discharge.” The Superior Court concluded that the right of an employee to receive unemployment compensation is a benefit granted by the state, enacted to alleviate the hardships attendant upon unemployment. Moreover, the Superior Court noted that the Pennsylvania Unemployment Compensation Law mandates that agreements to waive, release, or commute rights under this law are invalid. Discharging an employee in retaliation for filing an unemployment compensation claim was also found to be a violation of public policy in the 1995 case of Ray Kovitz v. K-Mart Corp.

Conversely, two weeks following the Pennsylvania Superior Court’s decision in Highhouse in 1995, a Pennsylvania trial court in Shick v. Shirey held that Pennsylvania state law did not recognize a wrongful discharge claim against an employer arising from an employee’s firing in an alleged retaliation for filing for workers’ compensation benefits. The trial court dismissed this lawsuit prior to trial, holding that the employee failed to state a recognized cause of action in Pennsylvania.

In its Shick v. Shirey decision, the Superior Court upheld the trial court’s decision and, likewise, decided that Pennsylvania does not recognize a cause of action for firing someone for filing for workers’ compensation benefits because the Pennsylvania Workers’ Compensation Act does not contain any language prohibiting it. Allowing employers to be the masters of their own businesses constitutes, according to the Pennsylvania Superior Court, an equally compelling public policy argument against recognizing such a cause of action. This intermediate appellate court opted to focus on the right of the employer to operate the employer’s business and to emphasize what had been previously suggested in prior rulings – that judicial modification of the at-will doctrine was ill-advised.

In an abrupt turnabout, the Pennsylvania Supreme Court in 1998 overturned the Shick decision rendered by the Pennsylvania Superior Court. The Supreme Court in it Shick v. Shirey decision ruled that an at-will employee who was allegedly fired in retaliation for pursuing rights under the Pennsylvania Workers’ Compensation Act states a claim for wrongful termination. Although not specifically prohibited by the Act, the Pennsylvania Supreme Court decreed that the broad remedial purpose of the Pennsylvania Workers’ Compensation Act would be defeated if employers were permitted to lawfully fire employees in retaliation for pursuing their statutory rights for workers’ compensation benefits.
However, there exists many more cases in Pennsylvania in which the Courts have refused to find public policy exceptions. When an employee was fired after complaining about the manner in which his department was operated, resulting in financial waste, he had no claim against his employer for a violation of public policy.\textsuperscript{39} There was no violation of public policy when an employment was terminated after a person actively sought a position with a competitor.\textsuperscript{40} Likewise, it was found that when a supervisor and those under his supervision could no longer co-exist, and the supervisor was fired, the supervisor had no cause of action against his employer.\textsuperscript{41} A claim that there existed a violation of First Amendment rights, when an employee placed an ad in a competitor's newspaper, also has failed.\textsuperscript{42}

When a doctor’s employee reported an alleged rape of a woman who was in a facility, she was dismissed. The Superior Court up-held the right of the employer to dismiss the employee without violating any well-enunciated violations of public policy, due to the fact that no duty in the law, regulations, or code of professional ethics required the disclosure.\textsuperscript{43}

In the case of McLaughlin v. Gastro Intestinal Specialists,\textsuperscript{44} the Pennsylvania Supreme Court refused to find that firing an employee in retaliation for reporting an alleged safety violation of OSHA was a violation of public policy. The Court emphasized “A plaintiff must do more than show a possible violation of a federal statute…”\textsuperscript{45}

However, the Supreme Court of Pennsylvania, following the guidance language enunciated in Shick, included a violation of public policy where a supervisor was fired for not dissuading a subordinate from seeking worker’s compensation benefits in 2005.\textsuperscript{46}

**FEDERAL LAW**

While the Pennsylvania State Courts have been reluctant to expand public policy exceptions, it appears that Federal Courts have adopted a much more expansive approach than the Pennsylvania State Courts, regardless that the Federal Court are interpreting Pennsylvania law. Cases in which public policy violations have been found to exist in federal courts include Novosel v. Nationwide Insurance Co.\textsuperscript{47} In Novosel, the plaintiff had been employed by Nationwide for approximately fifteen years. When he was fired, he was being considered for promotion and had steadfastly advanced previously, without negative comment or event. When Nationwide in 1981 solicited the plaintiff to seek supporting signatures for passage of the “No-Fault Reform Act”, plaintiff refused. He was later terminated and claimed the termination was due to the refusal and constituted a violation of his federal First Amendment rights.

The Third Circuit agreed holding that Pennsylvania law permits a cause of action where the firing abridges a significant and recognized public policy. The Federal court analogized protections afforded public employees regarding political activities and held, as a matter of public policy, employees in the private sector should enjoy the same.\textsuperscript{48}

In Borse v Pierce Goods Shop, Inc.\textsuperscript{49} a Federal Court found a violation of public policy where an employee was fired for refusal to consent to urinalysis and a property search. She contended that the search was an invasion of privacy. The Federal Court concluded that to require the plaintiff to sign a consent form in which she would agree to drug testing constituted a possible violation of her right to privacy under Pennsylvania law. It was determined that if a discharge was related to a substantial and highly offensive invasion of privacy, then that discharge would be actionable.\textsuperscript{50}

In the case of Perks v. Firestone Tire and Rubber Co.\textsuperscript{51} the plaintiff’s employer terminated employment because the plaintiff refused to submit to a polygraph examination. The Federal Court found the termination to be a violation of public policy, not unlike the violation found when an employee is discharged for jury duty.\textsuperscript{52}

Additional cases where Federal Courts have found public policy exceptions to exist include:
1. Woodson v. AMF Leisureland Centers Inc.\(^5\) wherein a barmaid was fired for not serving liquor to a visibly intoxicated person;

2. McNulty v. Borden, Inc.\(^5\) in which allegedly an employee refused to engage in illegal price-fixing; and

3. Kilpatrick v. Delaware County Society for Prevention of Cruelty to Animals.\(^5\) In Kilpatrick the employee claimed the employment termination was caused due to reports of occupational safety;

4. Brown v. Hammond.\(^5\) The plaintiff in Brown was terminated for refusal to perform an improper activity – billing paralegal time as attorney’s time;

5. Paralegal v. Lawyer.\(^5\) The paralegal plaintiff was terminated for testifying against an attorney.

Smith claimed he was dismissed for reporting to his supervisors environment pollution caused by his company. The court held against the plaintiff stating he did not claim he was fired for violating a positive law, nor had he claimed he was fired for performing a duty required by statutory law.\(^5\)

Other Federal cases in with the Pennsylvania plaintiff was unsuccessful include: Clark v. Modern Group Ltd.\(^6\) wherein an employee refused the order to not report reimbursed auto expenses as income; Franhel v. Warwick Hotel,\(^6\) where the employer- father, fired his employee-son when he refused to divorce his wife; and Redick v. Kraft, Inc.\(^6\) when an employee was immediately discharged after giving two weeks notice.

**Conclusion**

There remains in Pennsylvania a burden upon employers, and also upon employees, to know precisely what constitutes public policy in Pennsylvania. What is, or is not, public policy continues to be ambiguous. What sources can serve as ground to establish public policy limiting the right to fire-at-will remains nebulous. Can an employer terminate employment safely, without fear of a lawsuit, because an employee smokes at home? Is it permissible and within the employer’s rights to fire an employee for unhealthy eating? These and similar type questions remain unanswered in Pennsylvania, and create confusion and uncertainty in the workforce.

A possible solution may be for the Pennsylvania legislature to provide specific guidelines concerning when and under what circumstances, an employer is not justified to terminate an at-will employment worker. However, there presently exists no such discernable activity in Pennsylvania.
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RETURN ON BOOKED GOODWILL
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Abstract
Accounting provides an approximation of economic reality. However, there is a serious discontinuity in regard to goodwill. SFAS141 (2001) requires that goodwill be booked when more is paid for a company than the fair value of its assets, but goodwill is not booked when it is internally generated. This raises a substantial question as to whether booked goodwill has economic substance separate and apart from internally generated goodwill, or whether it is merely a bookkeeping device. If booked goodwill has economic substance, it should impact performance.

This study analyses 38,519 years of company operations in 48 industries for the return of companies with and without booked goodwill. Two independent methods were used to estimate the return on goodwill. For most industries, there is no significant difference between the return on booked goodwill and other assets. For 13 industries the return on booked goodwill was positive and significant and for 5 industries the return on booked goodwill was significant and negative.

The contribution of this study is to test whether booked goodwill has economic substance separate and apart from internally generated goodwill or other assets.

I. Introduction
Accounting provides an approximation of economic reality, and the FASB seeks to make that approximation as realistic as possible (Herz 2008, Edmund 2000). However, there is a discontinuity in the treatment of goodwill. Statement of Accounting Standard (SFAS) No. 141 Business Combinations (2001) requires that goodwill be booked when more is paid for a company than the fair value of its assets. However, companies generate goodwill all the time. This internally generated goodwill is not recognized in accounting records whereas booked goodwill is recognized; hence the discontinuity. This raises a substantial question as to whether booked goodwill has economic substance separate and apart from internally generated goodwill, or whether it is merely a bookkeeping device. If booked goodwill has economic substance, it should impact performance.

Isolating the impact of booked goodwill is difficult because of the “noise” created by internally generated goodwill and company operations. Four approaches are taken to suppress noise and isolate the performance of booked goodwill. The first approach is to analyze goodwill by industry. Arguably industries tend to move together throughout economic cycles. The second approach is to create a baseline of performance in every industry by looking at companies without booked goodwill and comparing their performance to companies with at least ten percent of their assets in booked goodwill. The third approach is to perform a regression analysis of performance as a function of booked goodwill and assets to determine whether goodwill is a statistically significant indicator of performance. The fourth approach is to determine whether the second and third approaches provide a consistent view of the contribution of booked goodwill. This study analyzes return on assets for 38,519 years of company operations across 48 industries.

Goodwill has historically been a significant asset on the books of US corporations and with the implementation of SFAS 141 (2001), which requires all business combinations to be treated as purchases, it will become more significant. In 2005, the 4,815 largest companies on Compustat had $54.4 trillion of assets and $2.3 trillion of booked goodwill or about 4.23% of total assets. In 2006, the 4,815 largest companies had $62.7 trillion of assets and $2.4 trillion of booked goodwill or about 3.91% of total assets. One characteristic of an asset is that it can generate rent which can be measured in terms of return on assets. Therefore, booked goodwill’s
contribution to company performance should be separable from that of other assets. The contribution of this study is to determine whether booked goodwill has a detectable impact on company performance. Section II of this study is a literature review. Section III presents the research question. Section IV describes the data and methodology used. Section V presents the empirical analysis and suggestions for future research and Section VI is the conclusion.

II. LITERATURE REVIEW
There is large and authoritative body of literature discussing the rational for goodwill (Barber and Strack 2005; Massoud & Raiborn 2003; SFAS141 2001; APB16 1970; Accounting Research Bulletin (ARB) No.24 1944; California Code of Civil Procedure §1263.510(b), Bourne 1888). However, not everyone agrees that goodwill represents value. Some suggest that goodwill is simply a plug figure (Lander and Reinstein 2003; Massoud and Raiborn 2003); that it should be written off immediately (Accounting Research Study No. 10, “Accounting for Goodwill” 1968) or that it can represent and overpayment (Johnson and Petrone 1998). Some suggest that goodwill is not a good theoretical fit into the definition of an asset (Samuelson 1996; Schuetze 1993; Fisher 1906). These criticisms of goodwill are inconsistent with the fact that companies pay billions of dollars for goodwill each year. A more nuanced question is whether goodwill contributes to profitability in a measurable way.

Some suggest that goodwill is simply a plug figure (Lander and Reinstein 2003; Massoud and Raiborn 2003); that it should be written off immediately (Accounting Research Study No. 10, “Accounting for Goodwill” 1968) or that it can represent and overpayment (Johnson and Petrone 1998). Some suggest that goodwill is not a good theoretical fit into the definition of an asset (Samuelson 1996; Schuetze 1993; Fisher 1906). These criticisms of goodwill are inconsistent with the fact that companies pay billions of dollars for goodwill each year. A more nuanced question is whether goodwill contributes to profitability in a measurable way.

Overall, the literature indicates that goodwill adds value in most industries, but at least two studies indicate the contribution of goodwill to manufacturing is minimal or negative (Heiens, Leach and McGrath 2007, Chauvin and Hirschey 1994). Is it possible for the return on goodwill to be negative? This question is antithetical to the assumptions underlying SFAS142 (2001) and its predecessor APB 16 (1970). But, “Statement of Financial Accounting Concepts No. 6 Elements of Financial Statements,” (SFAC 1985) warned that some goodwill might not be an asset because of its inability to generate anticipated benefits. In addition, Heiens, Leach and McGrath (2007) and Chauvin and Hirschey (1994) found evidence that goodwill reduces performance in manufacturing. Whether booked goodwill has a positive or negative impact on

III. RESEARCH QUESTIONS
While there is solid theoretical reason to value goodwill, and the literature includes studies that value goodwill in conjunction with other assets, a question arises as to whether the return on booked goodwill can be estimated. This should be possible because booked goodwill is defined as value over an above the intrinsic value of related assets. Often booked goodwill is thought of as reflecting the skill and learning of management, and other attributes which are independent of acquired assets.

Isolating return on booked goodwill is difficult because returns on goodwill and other assets are not reported separately and internally generated goodwill creates “noise” that masks the effect of booked goodwill.

Overall, the literature indicates that goodwill adds value in most industries, but at least two studies indicate the contribution of goodwill to manufacturing is minimal or negative (Heiens, Leach and McGrath 2007, Chauvin and Hirschey 1994). Is it possible for the return on goodwill to be negative? This question is antithetical to the assumptions underlying SFAS142 (2001) and its predecessor APB 16 (1970). But, “Statement of Financial Accounting Concepts No. 6 Elements of Financial Statements,” (SFAC 1985) warned that some goodwill might not be an asset because of its inability to generate anticipated benefits. In addition, Heiens, Leach and McGrath (2007) and Chauvin and Hirschey (1994) found evidence that goodwill reduces performance in manufacturing. Whether booked goodwill has a positive or negative impact on
performance, the question remains whether the influence of booked goodwill can be estimated.

IV. METHODOLOGY

Data Source

To explore the questions raised by the literature and this paper, return on assets was analyzed for the ten year period 1995 to 2004. Firms which began each year with at least $20 million of assets, stock price of at least $1, and sales of at least $5 million were selected from the Compustat North American database. Firms with less than $20 million in assets were eliminated so that numerous small firms without goodwill would not distort statistical analyses through dint of numbers. Sales of $5 million was selected as a minimum threshold for an active company. Firms with a stock price of less than $1 were eliminated to remove more speculative companies. Companies that had sufficient assets, sales and stock price to be selected one year did not necessarily qualify for selection in all ten years of this study. Some companies merged, went out of business or fell below the selection threshold. For example, a company could be unselected in one year because it did not meet minimum criteria, classified as a company without goodwill for five years and a company with goodwill for four years. To maximize the data available for this study, ROA was evaluated on a year by year basis, with each year being a data point. These data points were aggregated by industry and then classified by the percentage of goodwill on their balance sheet in a particular year.

Firms with incomplete information were eliminated from the sample. There were 2,652 firms that met the foregoing criteria in 1995 and 4,985 firms which met these criteria in 2004. See Table 2 Descriptive Statistics. In total, this study analyzes some 38,519 years of company operating experience.

Variables

The dependent variable tested in this study is return on assets (ROA) defined as operating income before depreciation and amortization scaled by average assets. The independent variables in this study include: industry, goodwill, and total assets.

This study uses the Fama and French (1997) classification system which assigns four digit standard industrial codes (SIC) to forty eight industries. A SIC / industry cross reference table is provided as Appendix A.

Isolating the Return on Booked Goodwill Average Method

Conceptually, a company’s return on assets (ROA) can be split into the return into the return on booked goodwill (ROBG) and the return on other assets (ROO) as shown in equation (1). The return for ROBG must be weighted by the percentage of assets invested in goodwill and ROO must be weighted by the percentage of non-goodwill assets.

\[
ROA_{ij} = ROBG_{ij} \times GW\%_{ij} + ROO_{ij} \times (1 - GW\%_{ij})
\]  

Where, \(ROA_{ij}\) is the return on assets for the jth company in industry i; \(ROBG_{ij}\) is the return on booked goodwill for the jth company in industry i; \(ROO_{ij}\) is the return on other assets for the jth company for industry i; \(GW\%_{ij}\) is the percentage of assets invested in goodwill for the jth company in industry i; and \((1 - GW\%_{ij})\) is the percentage of assets invested in non-goodwill assets for the same company. Equation (1) can be re-written to isolate \(ROBG_{ij}\) as shown in equation (2) to isolate return on booked goodwill.

\[
ROBG_{ij} = \frac{ROA_{ij} - ROO_{ij} \times (1 - GW\%_{ij})}{GW\%_{ij}}
\]

While we can measure \(ROA_{ij}\), the return on total assets for a company, direct measurement of \(ROBG_{ij}\) and \(ROO_{ij}\) is impossible. On the other hand, \(ROO_{ij}\) (return on other assets) can be estimated as the return on assets for companies in industry i which have no goodwill. Let \(ROA_{i}\) be the return on assets for companies in industry i which have no goodwill as shown in equation (3).

\[
ROG_{ij} = \frac{ROA_{ij} - ROA_{i} \times (1 - GW\%_{ij})}{GW\%_{ij}}
\]
As \( GW_{ij} \) approaches zero, the impact of goodwill becomes more and more exaggerated. To avoid this problem and draw a sharper contrast between companies with and without booked goodwill, companies with between 0% and 10% of their assets in booked goodwill were eliminated from the data. Table 3 Return on Booked Goodwill Average Method is an industry by industry estimate of the return on booked goodwill, independent of the return on internally generated goodwill and other assets.

A maxim often attributed to Aristotle is that one ought not to demand more precision of a thing than its nature allows. The return on booked goodwill is an example of a thing where nature limits intrinsic precision. Therefore, two techniques were be used to estimate the return on booked goodwill.

**Isolating Return on Goodwill through Regression Analysis**

An alternative means of isolating the return on goodwill is through regression analysis. Return on assets (ROA) is the dependent variable and goodwill as a percent of assets (GW\%) is the principal independent variable. Average assets (AvgAssets) was selected as an additional independent variable. Use of assets as an independent variable parallels the work of Jennings, Robinson, Thompson and Duval (1996) in which the return on goodwill was compared to the return on other asset classes, McCarty and Schneider (1995) which compared the return on goodwill to that of other assets, and Wang (1995) which also compared the return on goodwill to that of other assets. Data for all companies were used regardless of the percentage of assets invested in booked goodwill.

The regression equation is given as (4) where \( a_i \) and \( b_i \) are coefficients of \( GW_{i} \) and \( AvgAssets_i \) and \( c_i \) is the intercept for industry i. Each industry was regressed independently.

\[
ROAi = a_i \times GW_i + b_i \times AvgAssets_i + c_i
\]  

Equation (4) provides ROA as a function of GW\% and AvgAssets. To isolate the contribution of goodwill to ROAi, evaluate equation (4) with GW\% as 100\% of assets, then evaluate equation (4) assuming GW\% is 0\% of assets. The difference should be the relative contribution of booked goodwill to ROAi.

\[
ROAi = a_i \times 1 + b_i \times AvgAssets_i + c_i
\]

less

\[
ROAi = a_i \times 0 + b_i \times AvgAssets_i + c_i
\]

\[
ROAi = a_i
\]

The results of an industry by industry regression analysis are given in Table 4 Return on Goodwill Regression Method.

**V. EMPIRICAL ANALYSIS**

It is difficult to measure, weigh, taste or test something as illusive as goodwill, a value which is only measured as a residual. Return on booked goodwill is even more difficult to measure because of noise from internally generated goodwill and company operations. Never the less, there appear to be at least two statistically sound methods for isolating the return on booked goodwill separate and apart from internally generated goodwill or other assets.

There was so little data on coal companies with booked goodwill that reliable estimates of the return on goodwill could not be made using the average method. There was no statistically significant difference between the return on booked goodwill and other assets for 4 industries using the average method. Statistically significant returns on booked goodwill were found in 43 industries. In 29 industries returns on booked goodwill were greater than returns on other assets. For 14 industries, return on booked goodwill was less than the return on other assets. The return on booked goodwill was negative for five industries: Chems, Chips, Enrgy, Guns, Retail and Txlts. Negative returns on Chems, Chips, Enrgy, Guns and Txlts are consistent with the findings of Chauvin and Hirschey (1994) and Heinens, Leach and McGrath (2007) which found booked goodwill is undervalued in manufacturing. Retail is similar to manufacturing only in that it is capital intensive. See
Table 3 Analysis of Return on Booked Goodwill
Average Method for details.

The second method of isolating return on booked goodwill relies on regression analysis. The dependent variable is ROA and the independent variables are the percent of assets invested in goodwill and average assets. Of the 48 industries in this study, only 28 industries returned statistically significant regression models, defined as an F-value of 0.05 or less. Twenty two industries had statistically significant coefficients for booked goodwill defined as a p-value of 0.1 or less. Of those, the return on booked goodwill was positive for 15 industries and negative for 7 industries. The industries with negative return on booked goodwill include Chems, Enrgy, Guns, Retail, Telem, Tnas and Txtls. This list substantially overlaps the set of companies where booked goodwill underperformed other assets under the average method. Negative returns can be interpreted as booked goodwill which underperforms other assets. See Table 4 Return on Booked Goodwill Regression Method for details.

There were 18 industries for which both average and regression methods returned statistically significant estimates of return on booked goodwill. The signs of the estimates for each industry were consistent across the two methods. For 13 industries the return on booked goodwill was positive for both methods and for 5 industries the return on booked goodwill was negative for both methods. See Table 5 Comparison of Methods for details and Table 6 Summary of Results for an overview of the findings.

The research question addressed by this study was whether the impact of booked goodwill could be estimated separate and apart from the impact of internally generated goodwill or other assets. The analyses show that the impact of booked goodwill can be estimated for most, but not all industries.

Questions for Further Research

These findings raise several questions for further research. For example, is the guidance provided by FASB 141 (2001) is too broad? Perhaps it should be revised to include tests to determine whether booked goodwill is likely to generate promised benefits as suggested by SFAC 6 (1985). One such test might be whether goodwill has historically generated rent in a particular industry.

Even in industries where companies with booked goodwill under perform other assets, one cannot conclude that booked goodwill is worthless. Some fraction of it, perhaps that fraction representing an overpayment, may be worthless. Distinguishing rent generating booked goodwill from non-rent generating booked goodwill presents another issue for further research. Refinement of techniques to estimate the return on booked goodwill would also be useful.

One theory advanced for the value of booked goodwill is that the skill and learning of a company’s management is a key value driver. If so, perhaps goodwill is simply a marker for some set of superior management behaviors. A future line of research might concentrate on identifying such behaviors and determining whether there is a better means of measuring such value.

VI. CONCLUSION

This study examined whether the impact of booked goodwill could be detected above the background noise of internally generated goodwill and business operations. This study used two independent techniques. The average method estimated the return on booked goodwill by subtracting the return on non-goodwill assets from the overall return on assets of companies with booked goodwill. The return on non-goodwill assets was estimated as the mean return on assets for companies that had no booked goodwill. The regression method used return on assets as the dependent variable and booked goodwill as a percentage of assets and assets as independent variables. These methods were applied on an industry by industry basis.

Generally, the return on booked goodwill is equal to or greater than the return on non-goodwill assets. This is consistent with the implicit assumption underlying FASB 141 (2001) that goodwill is a rent generating asset. However, the return on booked goodwill was less than that of other assets for several
industries. This is consistent with previous studies which indicated goodwill underperforms in manufacturing industries.

Questions for future research include whether there are better methods of estimating the return on booked goodwill and whether return on booked goodwill is really a reflection of some other variable such as the skill and learning of management. There are still many unanswered questions about the nature and economic impact of booked goodwill. These questions await some the intrepid researcher to probe goodwill further.
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Table 1 Prior empirical research

The number of companies in each study varied from year to year. The common denominator is the total number of years of company operations considered in each study.

<table>
<thead>
<tr>
<th>Study</th>
<th>Years of operation</th>
<th>Methodology</th>
<th>Finding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heinens, Leach and McGrath 2007</td>
<td>9,942</td>
<td>Regression analysis of total shareholder returns as a function of the percentage of assets that were invested in goodwill for actively traded manufacturing companies.</td>
<td>There is a statistically significant relationship between goodwill and underperformance.</td>
</tr>
<tr>
<td>Begley, Chamberlain and Li 2006</td>
<td>1,865</td>
<td>Regression of loan and deposit levels, new loans and new deposits, non-performing loans and fee income against goodwill defined as the difference between equity and market value. Limited to banks.</td>
<td>Banks are consistently valued higher than their underlying assets which suggests the difference is goodwill.</td>
</tr>
<tr>
<td>Jennings, Robinson, Thompson and Duvall 1996</td>
<td>259</td>
<td>Regression of plant, property and equipment, goodwill, other assets and liabilities against the market value. Limited to non-depository firms with goodwill.</td>
<td>Markets consistently value goodwill higher than either plant, property and equipment or other assets.</td>
</tr>
<tr>
<td>McCarthy and Schneider 1995</td>
<td>6,216</td>
<td>Regressions of goodwill, other assets, liabilities, and income against market value. Limited to firms with goodwill.</td>
<td>Markets consistently value goodwill at least as much as other assets.</td>
</tr>
<tr>
<td>Wang 1995</td>
<td>3,728</td>
<td>Regressions of goodwill, other assets and liabilities against market value. Limited to firms with goodwill.</td>
<td>Markets consistently value goodwill more than other assets.</td>
</tr>
<tr>
<td>Chauvin and Hirschey 1994</td>
<td>2,693</td>
<td>Recursive regression of goodwill, net income, advertising, R&amp;D expenditures, market share, intangible assets, tangible assets, leverage, sales growth and Beta against market value.</td>
<td>Goodwill was valued for non-manufacturing companies, but not for manufacturing companies.</td>
</tr>
<tr>
<td>Wang 1993</td>
<td>136</td>
<td>Regressions of goodwill, non-goodwill assets and liabilities against market value. Limited to service firms with goodwill.</td>
<td>Goodwill assets are understated relative to their theoretical value.</td>
</tr>
</tbody>
</table>
Table 2 Descriptive Statistics

Publicly traded companies listed on Compustat with at least $20 million in assets, a share price of $1 and $5 million in sales were selected for this study to eliminate smaller, more speculative and inactive companies. Return on Assets (ROA) is operating income before depreciation and amortization divided by average assets. Dollars are in millions. Goodwill refers to booked goodwill, not internally generated goodwill.

<table>
<thead>
<tr>
<th>Year selected</th>
<th>Total Assets</th>
<th>Average</th>
<th>Total Goodwill</th>
<th>Average</th>
<th>Beginning of year goodwill as % of assets</th>
<th>Average ROA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995</td>
<td>2,652</td>
<td>10,634,953</td>
<td>4,010</td>
<td>156,674</td>
<td>59</td>
<td>1.47%</td>
</tr>
<tr>
<td>1996</td>
<td>2,986</td>
<td>12,996,179</td>
<td>4,352</td>
<td>172,546</td>
<td>58</td>
<td>1.33%</td>
</tr>
<tr>
<td>1997</td>
<td>3,390</td>
<td>15,111,693</td>
<td>4,458</td>
<td>242,881</td>
<td>72</td>
<td>1.61%</td>
</tr>
<tr>
<td>1998</td>
<td>3,640</td>
<td>16,790,999</td>
<td>4,613</td>
<td>325,667</td>
<td>89</td>
<td>1.94%</td>
</tr>
<tr>
<td>1999</td>
<td>3,925</td>
<td>20,981,758</td>
<td>5,346</td>
<td>464,872</td>
<td>118</td>
<td>2.22%</td>
</tr>
<tr>
<td>2000</td>
<td>4,173</td>
<td>25,524,547</td>
<td>6,117</td>
<td>674,422</td>
<td>162</td>
<td>2.64%</td>
</tr>
<tr>
<td>2001</td>
<td>4,385</td>
<td>31,676,147</td>
<td>7,224</td>
<td>1,045,970</td>
<td>239</td>
<td>3.30%</td>
</tr>
<tr>
<td>2002</td>
<td>4,420</td>
<td>37,306,619</td>
<td>8,440</td>
<td>1,129,075</td>
<td>255</td>
<td>3.03%</td>
</tr>
<tr>
<td>2003</td>
<td>4,594</td>
<td>42,014,932</td>
<td>9,146</td>
<td>1,648,537</td>
<td>359</td>
<td>3.92%</td>
</tr>
<tr>
<td>2004</td>
<td>4,354</td>
<td>38,525,819</td>
<td>8,848</td>
<td>1,695,474</td>
<td>389</td>
<td>4.40%</td>
</tr>
</tbody>
</table>
The average method estimates the return on booked goodwill by subtracting the return on non-goodwill assets from the overall return on assets of companies with booked goodwill on a weighted average basis. The return on non-goodwill assets was estimated as the mean return on assets for companies that had no booked goodwill on an industry basis. The number of operating years with no booked goodwill is n, and the number of operating years with booked goodwill is m. NGWROA is the ROA of companies with no booked goodwill. GWROA is estimate of the return on booked goodwill independent of other assets. Since booked goodwill is thought to encompass things like the skill of management, theoretically it should be separable from other assets. The t-statistic is an indication of whether there is a statistically significant difference between the return on booked goodwill and the return on non-goodwill assets.

<table>
<thead>
<tr>
<th>Industry</th>
<th>n</th>
<th>NGWROA</th>
<th>Std.</th>
<th>m</th>
<th>GWROA</th>
<th>Std.</th>
<th>t-stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aero</td>
<td>37</td>
<td>13.57%</td>
<td>7.41%</td>
<td>70</td>
<td>18.81%</td>
<td>28.07%</td>
<td>3.8900***</td>
</tr>
<tr>
<td>Agric</td>
<td>66</td>
<td>9.23%</td>
<td>7.05%</td>
<td>26</td>
<td>13.25%</td>
<td>27.82%</td>
<td>2.6206***</td>
</tr>
<tr>
<td>Autos</td>
<td>260</td>
<td>15.85%</td>
<td>10.32%</td>
<td>154</td>
<td>4.39%</td>
<td>43.86%</td>
<td>-11.6501***</td>
</tr>
<tr>
<td>Banks</td>
<td>5,009</td>
<td>2.95%</td>
<td>2.77%</td>
<td>19</td>
<td>44.80%</td>
<td>38.12%</td>
<td>23.1443***</td>
</tr>
<tr>
<td>Beer</td>
<td>65</td>
<td>14.30%</td>
<td>8.45%</td>
<td>30</td>
<td>28.53%</td>
<td>41.71%</td>
<td>9.1684***</td>
</tr>
<tr>
<td>BldMt</td>
<td>297</td>
<td>15.48%</td>
<td>8.75%</td>
<td>174</td>
<td>14.38%</td>
<td>36.32%</td>
<td>-1.6077**</td>
</tr>
<tr>
<td>Books</td>
<td>152</td>
<td>16.86%</td>
<td>11.35%</td>
<td>153</td>
<td>13.62%</td>
<td>79.32%</td>
<td>-2.4268***</td>
</tr>
<tr>
<td>Boxes</td>
<td>45</td>
<td>14.43%</td>
<td>4.70%</td>
<td>70</td>
<td>27.27%</td>
<td>34.87%</td>
<td>13.8844***</td>
</tr>
<tr>
<td>BusSv</td>
<td>1,836</td>
<td>6.36%</td>
<td>22.64%</td>
<td>1,081</td>
<td>30.11%</td>
<td>80.73%</td>
<td>34.9398***</td>
</tr>
<tr>
<td>Chems</td>
<td>315</td>
<td>15.51%</td>
<td>9.18%</td>
<td>201</td>
<td>-1.49%</td>
<td>9.34%</td>
<td>-22.3297***</td>
</tr>
<tr>
<td>Chips</td>
<td>1,316</td>
<td>9.67%</td>
<td>17.26%</td>
<td>375</td>
<td>-2.66%</td>
<td>78.62%</td>
<td>-15.2335***</td>
</tr>
<tr>
<td>Clths</td>
<td>274</td>
<td>15.34%</td>
<td>13.30%</td>
<td>119</td>
<td>2.23%</td>
<td>49.53%</td>
<td>-12.3694***</td>
</tr>
<tr>
<td>Cnstr</td>
<td>144</td>
<td>11.77%</td>
<td>8.66%</td>
<td>100</td>
<td>13.72%</td>
<td>41.42%</td>
<td>1.9625**</td>
</tr>
<tr>
<td>Coal</td>
<td>40</td>
<td>10.48%</td>
<td>11.36%</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>CompS</td>
<td>846</td>
<td>5.90%</td>
<td>20.37%</td>
<td>187</td>
<td>24.15%</td>
<td>73.42%</td>
<td>16.4805***</td>
</tr>
<tr>
<td>Drugs</td>
<td>859</td>
<td>-4.46%</td>
<td>26.78%</td>
<td>185</td>
<td>70.74%</td>
<td>110.62%</td>
<td>52.3835***</td>
</tr>
<tr>
<td>ElecEq</td>
<td>257</td>
<td>8.27%</td>
<td>20.26%</td>
<td>177</td>
<td>38.20%</td>
<td>60.82%</td>
<td>20.5085***</td>
</tr>
<tr>
<td>Energy</td>
<td>866</td>
<td>17.90%</td>
<td>13.30%</td>
<td>75</td>
<td>-4.91%</td>
<td>45.54%</td>
<td>-23.3258***</td>
</tr>
<tr>
<td>FabPr</td>
<td>61</td>
<td>12.75%</td>
<td>6.83%</td>
<td>32</td>
<td>17.83%</td>
<td>41.57%</td>
<td>3.7510***</td>
</tr>
<tr>
<td>Fin</td>
<td>758</td>
<td>14.65%</td>
<td>25.50%</td>
<td>91</td>
<td>38.97%</td>
<td>22.52%</td>
<td>13.9924***</td>
</tr>
<tr>
<td>Food</td>
<td>326</td>
<td>14.52%</td>
<td>9.93%</td>
<td>114</td>
<td>27.53%</td>
<td>12.84%</td>
<td>16.4197***</td>
</tr>
<tr>
<td>Fun</td>
<td>219</td>
<td>15.68%</td>
<td>10.71%</td>
<td>11</td>
<td>10.95%</td>
<td>43.60%</td>
<td>-3.8636***</td>
</tr>
<tr>
<td>Gold</td>
<td>180</td>
<td>5.12%</td>
<td>14.28%</td>
<td>7</td>
<td>59.45%</td>
<td>55.32%</td>
<td>21.5402***</td>
</tr>
<tr>
<td>Guns</td>
<td>21</td>
<td>18.64%</td>
<td>10.60%</td>
<td>31</td>
<td>-23.46%</td>
<td>39.09%</td>
<td>-16.6482***</td>
</tr>
<tr>
<td>Hth</td>
<td>181</td>
<td>13.93%</td>
<td>14.50%</td>
<td>114</td>
<td>27.53%</td>
<td>12.84%</td>
<td>11.1530***</td>
</tr>
<tr>
<td>Hshld</td>
<td>316</td>
<td>15.62%</td>
<td>9.06%</td>
<td>118</td>
<td>6.89%</td>
<td>75.62%</td>
<td>-7.1317***</td>
</tr>
<tr>
<td>Insur</td>
<td>680</td>
<td>6.98%</td>
<td>8.62%</td>
<td>121</td>
<td>23.42%</td>
<td>42.81%</td>
<td>20.0582***</td>
</tr>
<tr>
<td>LabEq</td>
<td>379</td>
<td>9.42%</td>
<td>15.95%</td>
<td>152</td>
<td>20.93%</td>
<td>66.78%</td>
<td>9.1358***</td>
</tr>
<tr>
<td>Mach</td>
<td>544</td>
<td>12.12%</td>
<td>13.57%</td>
<td>394</td>
<td>16.75%</td>
<td>36.94%</td>
<td>6.9580***</td>
</tr>
<tr>
<td>Meals</td>
<td>366</td>
<td>14.84%</td>
<td>9.02%</td>
<td>94</td>
<td>30.29%</td>
<td>55.30%</td>
<td>16.3497***</td>
</tr>
<tr>
<td>MedEq</td>
<td>423</td>
<td>5.69%</td>
<td>20.14%</td>
<td>262</td>
<td>49.23%</td>
<td>71.54%</td>
<td>34.6454***</td>
</tr>
<tr>
<td>Mines</td>
<td>102</td>
<td>15.22%</td>
<td>10.16%</td>
<td>21</td>
<td>5.86%</td>
<td>22.10%</td>
<td>-6.8039***</td>
</tr>
<tr>
<td>Misc</td>
<td>81</td>
<td>13.11%</td>
<td>15.55%</td>
<td>84</td>
<td>19.00%</td>
<td>49.86%</td>
<td>3.0249***</td>
</tr>
<tr>
<td>Paper</td>
<td>228</td>
<td>13.77%</td>
<td>7.72%</td>
<td>165</td>
<td>17.78%</td>
<td>39.99%</td>
<td>5.8125***</td>
</tr>
<tr>
<td>Persv</td>
<td>136</td>
<td>17.36%</td>
<td>13.60%</td>
<td>151</td>
<td>10.51%</td>
<td>54.94%</td>
<td>-4.7097***</td>
</tr>
<tr>
<td>Retail</td>
<td>1,152</td>
<td>16.42%</td>
<td>12.06%</td>
<td>299</td>
<td>-1.11%</td>
<td>55.45%</td>
<td>-27.7743***</td>
</tr>
<tr>
<td>RIEst</td>
<td>218</td>
<td>7.98%</td>
<td>8.75%</td>
<td>39</td>
<td>37.53%</td>
<td>47.44%</td>
<td>17.4293***</td>
</tr>
<tr>
<td>Rubbr</td>
<td>121</td>
<td>12.71%</td>
<td>8.54%</td>
<td>103</td>
<td>26.28%</td>
<td>26.38%</td>
<td>15.2936***</td>
</tr>
<tr>
<td>Ships</td>
<td>39</td>
<td>9.70%</td>
<td>8.77%</td>
<td>28</td>
<td>19.53%</td>
<td>57.24%</td>
<td>4.3070***</td>
</tr>
<tr>
<td>Smoke</td>
<td>42</td>
<td>24.71%</td>
<td>26.76%</td>
<td>15</td>
<td>10.61%</td>
<td>17.24%</td>
<td>-0.7558</td>
</tr>
<tr>
<td>Soda</td>
<td>50</td>
<td>14.13%</td>
<td>8.86%</td>
<td>26</td>
<td>20.11%</td>
<td>56.44%</td>
<td>3.0640***</td>
</tr>
<tr>
<td>Steel</td>
<td>357</td>
<td>11.33%</td>
<td>8.99%</td>
<td>103</td>
<td>27.55%</td>
<td>40.14%</td>
<td>19.6992***</td>
</tr>
<tr>
<td>Telm</td>
<td>741</td>
<td>10.21%</td>
<td>15.85%</td>
<td>320</td>
<td>9.99%</td>
<td>67.14%</td>
<td>-0.2594</td>
</tr>
<tr>
<td>Toys</td>
<td>128</td>
<td>14.70%</td>
<td>20.08%</td>
<td>72</td>
<td>26.64%</td>
<td>32.88%</td>
<td>6.2511***</td>
</tr>
<tr>
<td>Trans</td>
<td>613</td>
<td>13.88%</td>
<td>9.49%</td>
<td>150</td>
<td>14.82%</td>
<td>40.89%</td>
<td>1.1533</td>
</tr>
<tr>
<td>Txs</td>
<td>83</td>
<td>14.85%</td>
<td>11.18%</td>
<td>37</td>
<td>-6.75%</td>
<td>49.49%</td>
<td>-11.2367***</td>
</tr>
<tr>
<td>Util</td>
<td>1,368</td>
<td>10.84%</td>
<td>3.92%</td>
<td>93</td>
<td>12.40%</td>
<td>39.38%</td>
<td>0.6191</td>
</tr>
<tr>
<td>Whls</td>
<td>500</td>
<td>10.68%</td>
<td>10.80%</td>
<td>366</td>
<td>16.21%</td>
<td>39.64%</td>
<td>9.2692***</td>
</tr>
<tr>
<td>**statistically significant at the 0.05 level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>* statistically significant at the 0.01 level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4 Return on Booked Goodwill Regression Method
The regression method used return on assets as the dependent variable and booked goodwill as a percentage of
assets and assets as independent variables. By evaluating the resulting equation with booked goodwill set to zero and
a hundred percent, the return on booked goodwill can be estimated. These methods were applied on an industry by
industry basis. The number of years of operating performance in an industry is n. The coefficients for booked
goodwill as a percent of assets and average assets are a and b respectively and c is the intercept. ROBGW is the
estimated return on booked goodwill.
Industry n
a t-stat p-value ROBGW
Aero
143
0.043 0.955
0.341
4.32%
Agric
125
0.092 2.518
0.013
9.22% **
Autos
626 -0.007 -0.223
0.823
-0.65%
Banks
5146
0.383 15.591
0.000 38.27% ***
Beer
168
0.016 0.197
0.844
1.64%
BldMt
671 -0.032 -1.097
0.273
-3.15%
Books
336 -0.026 -0.849
0.397
-2.64%
Boxes
144
0.098 2.100
0.038
9.79% **
BusSv
3749
0.092 4.111
0.000
9.17% ***
Chems
733 -0.049 -1.468
0.143
-4.94%
Chips
2242 -0.108 -3.267
0.001 -10.80% ***
Clths
549 -0.073 -1.133
0.258
-7.25%
Cnstr
413 -0.026 -0.708
0.479
-2.62%
Coal
46
2.542 1.218
0.230 254.16%
Comps 1340
0.047 0.854
0.393
4.71%
Drugs
1341
0.396 5.348
0.000 39.62% ***
ElcEq
572
0.155 2.594
0.010 15.48% ***
Enrgy
1215 -0.162 -2.519
0.012 -16.15% **
FabPr
132 -0.047 -0.846
0.399
-4.65%
Fin
1056
0.174 2.620
0.009 17.38% ***
Food
527
0.001 0.029
0.977
0.12%
Fun
440
0.010 0.243
0.809
1.01%
Gold
191 -0.282 -0.881
0.376 -28.15%
Guns
68 -0.311 -2.953
0.004 -31.06% ***
Hlth
555
0.139 4.762
0.000 13.87% ***
Hshld
604
0.043 1.174
0.241
4.34%
Insur
1304
0.223 8.142
0.000 22.29% ***
LabEq
717
0.088 1.722
0.086
8.80% *
Mach
1261
0.016 0.635
0.526
1.63%
Meals
660
0.079 1.597
0.111
7.86%
MedEq
857
0.188 3.969
0.000 18.77% ***
Mines
164
0.035 0.298
0.766
3.50%
Misc
261
0.047 0.838
0.000
4.72% ***
Paper
503
0.002 0.088
0.930
0.24%
PerSv
352 -0.014 -0.310
0.756
-1.38%
Retail
2003 -0.112 -4.452
0.000 -11.22% ***
RlEst
300
0.273 5.092
0.000 27.29% ***
Rubbr
329
0.012 0.238
0.728
1.21%
Ships
80
0.154 1.288
0.202 15.38%
Smoke
62 -0.153 -0.840
0.404 -15.29%
Soda
99 -0.028 -0.421
0.675
-2.77%
Steel
658
0.143 3.628
0.000 14.27% ***
Telcm
1442 -0.057 -1.758
0.079
-5.65% *
Toys
268 -0.008 -0.089
0.930
-0.79%
Trans
1099 -0.092 -4.220
0.000
-9.23% ***
Txtls
166 -0.262 -3.378
0.001 -26.16% ***
Util
1539
0.039 2.973
0.003
3.92% ***
Whsl
1263
0.034 1.331
0.184
3.44%
*** statistically significant at the 0.01 level
** statistically significant at the 0.05 level
* statistically significant at the 0.1 level

b
-4.64E-07
-3.04E-06
-2.49E-07
7.07E-10
3.82E-06
-6.34E-07
3.85E-06
-7.59E-06
2.01E-06
1.63E-07
2.60E-06
8.36E-07
-1.88E-06
-1.09E-05
1.10E-06
6.93E-06
-1.22E-07
2.16E-07
-1.77E-06
-2.17E-07
4.95E-07
-9.96E-07
2.31E-05
1.45E-06
1.42E-06
2.29E-06
-1.33E-07
8.14E-06
-3.36E-07
-1.03E-06
2.35E-05
-1.26E-06
-1.48E-07
-7.99E-07
-9.90E-06
3.06E-07
-2.80E-07
1.74E-06
-1.17E-06
-1.93E-06
-2.17E-06
-3.41E-07
4.63E-07
-7.45E-07
-2.93E-06
2.71E-05
-2.43E-07
-1.21E-06

t-stat p-value
c
-1.172
0.243
0.135
-0.567
0.520
0.105
-3.793
0.000 *** 0.145
0.153
0.878
0.031
6.288
0.000 *** 0.127
-0.827
0.409
0.159
-1.816
0.070 *
0.176
-4.479
0.000 *** 0.160
3.477
0.001 *** 0.083
0.375
0.708
0.142
4.218
0.000 *** 0.096
0.429
0.668
0.154
-1.552
0.122
0.127
-1.028
0.310
0.135
2.425
0.154
0.059
9.247
0.000 *** -0.030
-0.185
0.854
0.094
1.295
0.196
0.174
-0.135
0.893
0.135
-2.958
0.003 *** 0.149
0.767
0.444
0.149
-2.375
0.018 ** 0.160
3.495
0.001 *** 0.029
1.064
0.292
0.161
0.808
0.419
0.127
3.358
0.001 *** 0.148
-4.853
0.000 *** 0.060
1.533
0.126
0.089
-0.405
0.686
0.123
-1.047
0.295
0.157
5.898
0.000 *** 0.063
-1.667
0.975
0.159
-1.798
0.073 *
0.124
-1.528
0.127
0.145
-2.956
0.003 *** 0.172
0.798
0.425
0.159
-0.292
0.771
0.079
0.519
0.604
0.140
-0.274
0.785
0.104
-1.817
0.074 *
0.316
-1.670
0.098 *
0.160
-0.449
0.654
0.115
3.713
0.000 *** 0.112
-0.858
0.392
0.146
-7.152
0.000 *** 0.152
2.164
0.032 ** 0.137
-2.408
0.016 ** 0.109
-2.661
0.008 *** 0.109
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Table 5 Comparison of Methods

This table lists returns on booked goodwill where both the average and regression methods were statistically significant. The average method estimates the return on booked goodwill by subtracting the return on non-goodwill assets from the return on assets of companies with booked goodwill. The return on non-goodwill assets was estimated as the mean return on assets for companies that had no booked goodwill. The regression method uses return on assets as the dependent variable and booked goodwill as a percentage of assets and average assets as independent variables. By evaluating the resulting equation with goodwill set to zero and a hundred percent, the return on booked goodwill can be estimated. These methods were applied on an industry by industry basis. The number of years of operations used to estimate the return on booked goodwill is \( n \) for the average method and \( m \) for the regression method. ROGW is the estimated return on goodwill. The weighted average of return on goodwill is based on \( n \) and \( m \).

<table>
<thead>
<tr>
<th>Industry</th>
<th>Average Method</th>
<th>Regression Method</th>
<th>Weighted Average Return on Goodwill</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( n )</td>
<td>ROGW</td>
<td>( m )</td>
</tr>
<tr>
<td>Agric</td>
<td>26</td>
<td>13.25% ***</td>
<td>125</td>
</tr>
<tr>
<td>Banks</td>
<td>19</td>
<td>44.80% ***</td>
<td>5146</td>
</tr>
<tr>
<td>Boxes</td>
<td>70</td>
<td>27.27% ***</td>
<td>144</td>
</tr>
<tr>
<td>BusSv</td>
<td>1,081</td>
<td>30.11% ***</td>
<td>3749</td>
</tr>
<tr>
<td>Chips</td>
<td>375</td>
<td>-2.66% ***</td>
<td>2242</td>
</tr>
<tr>
<td>Drugs</td>
<td>185</td>
<td>70.74% ***</td>
<td>1341</td>
</tr>
<tr>
<td>ElecEq</td>
<td>177</td>
<td>38.20% ***</td>
<td>572</td>
</tr>
<tr>
<td>Enrgy</td>
<td>75</td>
<td>-4.91% ***</td>
<td>1215</td>
</tr>
<tr>
<td>Fin</td>
<td>91</td>
<td>38.97% ***</td>
<td>1056</td>
</tr>
<tr>
<td>Guns</td>
<td>31</td>
<td>-23.46% ***</td>
<td>68</td>
</tr>
<tr>
<td>Hlth</td>
<td>114</td>
<td>27.53% ***</td>
<td>555</td>
</tr>
<tr>
<td>Insur</td>
<td>121</td>
<td>23.42% ***</td>
<td>1304</td>
</tr>
<tr>
<td>MedEq</td>
<td>262</td>
<td>49.23% ***</td>
<td>857</td>
</tr>
<tr>
<td>Misc</td>
<td>84</td>
<td>19.00% ***</td>
<td>261</td>
</tr>
<tr>
<td>Retail</td>
<td>299</td>
<td>-1.11% ***</td>
<td>2003</td>
</tr>
<tr>
<td>RlEst</td>
<td>39</td>
<td>37.53% ***</td>
<td>300</td>
</tr>
<tr>
<td>Steel</td>
<td>103</td>
<td>27.55% ***</td>
<td>658</td>
</tr>
<tr>
<td>Texts</td>
<td>37</td>
<td>-6.75% ***</td>
<td>166</td>
</tr>
</tbody>
</table>

*** statistically significant at the 0.01 level
** statistically significant at the 0.05 level
* statistically significant at the 0.1 level
The average method estimates the return on booked goodwill by subtracting the return on non-goodwill assets from the overall return on assets of companies with booked goodwill on a weighted average basis. The return on non-goodwill assets was estimated as the mean return on assets for companies that had no booked goodwill. The regression method uses return on assets as the dependent variable and booked goodwill as a percentage of assets and average assets as independent variables. By evaluating the resulting equation with goodwill set to zero and a hundred percent, the return on booked goodwill can be estimated. These methods were applied on an industry by industry basis. Comparison of methods is an analysis of industries where both the average and regression methods yielded statistically significant return on booked goodwill.

### Average Method Analysis

<table>
<thead>
<tr>
<th>Description</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industries with no statistically significant difference between the return on goodwill and non-goodwill assets.</td>
<td>4</td>
</tr>
<tr>
<td>Industries with a statistically significant difference between the return on goodwill and non-goodwill assets.</td>
<td>43</td>
</tr>
<tr>
<td>Industries in which the return on goodwill exceeded the return on non-goodwill assets.</td>
<td>29</td>
</tr>
<tr>
<td>Industries in which the return on goodwill was less than the return on non-goodwill assets.</td>
<td>14</td>
</tr>
<tr>
<td>Industries with an insufficient number of years of operations with goodwill to make reliable estimates (Coal).</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>48</strong></td>
</tr>
</tbody>
</table>

### Regression Method Analysis

<table>
<thead>
<tr>
<th>Description</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industries with a statistically significant coefficients for goodwill as a percent of assets.</td>
<td>22</td>
</tr>
<tr>
<td>Industries for which return on goodwill is positive.</td>
<td>15</td>
</tr>
<tr>
<td>Industries for which the return on goodwill is negative.</td>
<td>7</td>
</tr>
<tr>
<td>Industries in which the coefficient for goodwill is not statistically significant.</td>
<td>26</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>48</strong></td>
</tr>
</tbody>
</table>

### Comparison of Methods

<table>
<thead>
<tr>
<th>Description</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industries for which there was no statistically significant difference between the return on goodwill for using both the average and regression methods.</td>
<td>29</td>
</tr>
<tr>
<td>Industries for which the return on goodwill was positive for both the average and regression methods.</td>
<td>13</td>
</tr>
<tr>
<td>Industries for which return on goodwill was negative for both the average and regression method</td>
<td>5</td>
</tr>
<tr>
<td>Industries with an insufficient number of years of operations with goodwill to draw any conclusion.</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>48</strong></td>
</tr>
</tbody>
</table>
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Industry classifications

This appendix is based on the Fama and French (1997) industry classifications plus the classification of the omitted SIC code of 3690 classified as electrical equipment, ElcEq.

<table>
<thead>
<tr>
<th>SIC range</th>
<th>Code</th>
<th>Industry</th>
<th>SIC range</th>
<th>Code</th>
<th>Industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>0100-0799</td>
<td>Agric</td>
<td>Agriculture</td>
<td>2850-2899</td>
<td>Chems</td>
<td>Chemicals</td>
</tr>
<tr>
<td>0800-0899</td>
<td>BldMt</td>
<td>Construction Materials</td>
<td>2900-2911</td>
<td>Energy</td>
<td>Petroleum and Natural Gas</td>
</tr>
<tr>
<td>0900-0999</td>
<td>Toys</td>
<td>Recreational Products</td>
<td>2950-2952</td>
<td>BldMt</td>
<td>Construction Materials</td>
</tr>
<tr>
<td>1000-1099</td>
<td>Mines</td>
<td>Nonmetallic Mining</td>
<td>2990-2999</td>
<td>Energy</td>
<td>Petroleum and Natural Gas</td>
</tr>
<tr>
<td>1040-1049</td>
<td>Gold</td>
<td>Precious Metals</td>
<td>3000-3000</td>
<td>Rubbr</td>
<td>Rubber and Plastic Products</td>
</tr>
<tr>
<td>1060-1099</td>
<td>Mines</td>
<td>Nonmetallic Mining</td>
<td>3010-3011</td>
<td>Autos</td>
<td>Automobiles and Trucks</td>
</tr>
<tr>
<td>1200-1299</td>
<td>Coal</td>
<td>Coal</td>
<td>3020-3021</td>
<td>Clths</td>
<td>Apparel</td>
</tr>
<tr>
<td>1310-1389</td>
<td>Energy</td>
<td>Petroleum and Nat Gas</td>
<td>3050-3099</td>
<td>Rubbr</td>
<td>Rubber and Plastic Products</td>
</tr>
<tr>
<td>1400-1499</td>
<td>Mines</td>
<td>Nonmetallic Mining</td>
<td>3100-3111</td>
<td>Clths</td>
<td>Apparel</td>
</tr>
<tr>
<td>1500-1549</td>
<td>Cnstr</td>
<td>Construction</td>
<td>3130-3159</td>
<td>Clths</td>
<td>Apparel</td>
</tr>
<tr>
<td>1600-1699</td>
<td>Cnstr</td>
<td>Construction</td>
<td>3160-3199</td>
<td>Hshld</td>
<td>Consumer Goods</td>
</tr>
<tr>
<td>1700-1799</td>
<td>Cnstr</td>
<td>Construction</td>
<td>3200-3219</td>
<td>BldMt</td>
<td>Construction Materials</td>
</tr>
<tr>
<td>2000-2046</td>
<td>Food</td>
<td>Food Products</td>
<td>3210-3221</td>
<td>Boxes</td>
<td>Shipping Containers</td>
</tr>
<tr>
<td>2047-2047</td>
<td>Hshld</td>
<td>Consumer Goods</td>
<td>3229-3231</td>
<td>Hshld</td>
<td>Consumer Goods</td>
</tr>
<tr>
<td>2048-2049</td>
<td>Agric</td>
<td>Agriculture</td>
<td>3240-3259</td>
<td>BldMt</td>
<td>Construction Materials</td>
</tr>
<tr>
<td>2050-2063</td>
<td>Food</td>
<td>Food Products</td>
<td>3260-3260</td>
<td>Hshld</td>
<td>Consumer Goods</td>
</tr>
<tr>
<td>2064-2068</td>
<td>Soda</td>
<td>Candy and Soda</td>
<td>3261-3264</td>
<td>BldMt</td>
<td>Construction Materials</td>
</tr>
<tr>
<td>2070-2079</td>
<td>Food</td>
<td>Food Products</td>
<td>3262-3263</td>
<td>Hshld</td>
<td>Consumer Goods</td>
</tr>
<tr>
<td>2080-2085</td>
<td>Beer</td>
<td>Alcoholic Beverages</td>
<td>3269-3269</td>
<td>Hshld</td>
<td>Consumer Goods</td>
</tr>
<tr>
<td>2086-2087</td>
<td>Soda</td>
<td>Candy and Soda</td>
<td>3270-3299</td>
<td>BldMt</td>
<td>Construction Materials</td>
</tr>
<tr>
<td>2090-2095</td>
<td>Food</td>
<td>Food Products</td>
<td>3300-3369</td>
<td>Steel</td>
<td>Steel Works, etc.</td>
</tr>
<tr>
<td>2096-2097</td>
<td>Soda</td>
<td>Candy and Soda</td>
<td>3390-3399</td>
<td>Steel</td>
<td>Steel Works, etc.</td>
</tr>
<tr>
<td>2098-2099</td>
<td>Food</td>
<td>Food Products</td>
<td>3400-3400</td>
<td>FabPr</td>
<td>Fabricated Products</td>
</tr>
<tr>
<td>2100-2199</td>
<td>Smoke</td>
<td>Tobacco Products</td>
<td>3410-3412</td>
<td>Boxes</td>
<td>Shipping Containers</td>
</tr>
<tr>
<td>2200-2295</td>
<td>Txtls</td>
<td>Textiles</td>
<td>3420-3442</td>
<td>BldMt</td>
<td>Construction Materials</td>
</tr>
<tr>
<td>2296-2296</td>
<td>Autos</td>
<td>Automobiles and Trucks</td>
<td>3443-3444</td>
<td>FabPr</td>
<td>Fabricated Products</td>
</tr>
<tr>
<td>2297-2297</td>
<td>Txtls</td>
<td>Textiles</td>
<td>3446-3452</td>
<td>BldMt</td>
<td>Construction Materials</td>
</tr>
<tr>
<td>2300-2399</td>
<td>Clths</td>
<td>Apparel</td>
<td>3460-3479</td>
<td>FabPr</td>
<td>Fabricated Products</td>
</tr>
<tr>
<td>2391-2392</td>
<td>Hshld</td>
<td>Consumer Goods</td>
<td>3480-3489</td>
<td>Guns</td>
<td>Defense</td>
</tr>
<tr>
<td>2393-2395</td>
<td>Txtls</td>
<td>Textiles</td>
<td>3490-3499</td>
<td>BldMt</td>
<td>Construction Materials</td>
</tr>
<tr>
<td>2396-2396</td>
<td>Autos</td>
<td>Automobiles and Trucks</td>
<td>3510-3536</td>
<td>Mach</td>
<td>Machinery</td>
</tr>
<tr>
<td>2397-2399</td>
<td>Txtls</td>
<td>Textiles</td>
<td>3537-3537</td>
<td>Autos</td>
<td>Automobiles and Trucks</td>
</tr>
<tr>
<td>2400-2439</td>
<td>BldMt</td>
<td>Construction Materials</td>
<td>3540-3569</td>
<td>Mach</td>
<td>Machinery</td>
</tr>
<tr>
<td>2440-2449</td>
<td>Boxes</td>
<td>Shipping Containers</td>
<td>3570-3579</td>
<td>Comps</td>
<td>Computers</td>
</tr>
<tr>
<td>2450-2459</td>
<td>BldMt</td>
<td>Construction Materials</td>
<td>3580-3599</td>
<td>Mach</td>
<td>Machinery</td>
</tr>
<tr>
<td>2490-2499</td>
<td>BldMt</td>
<td>Construction Materials</td>
<td>3600-3621</td>
<td>ElcEq</td>
<td>Electrical Equipment</td>
</tr>
<tr>
<td>2510-2519</td>
<td>Hshld</td>
<td>Consumer Goods</td>
<td>3622-3622</td>
<td>Chips</td>
<td>Electronic Equipment</td>
</tr>
<tr>
<td>2520-2549</td>
<td>Paper</td>
<td>Business Supplies</td>
<td>3623-3629</td>
<td>ElcEq</td>
<td>Electrical Equipment</td>
</tr>
<tr>
<td>2590-2599</td>
<td>Hshld</td>
<td>Consumer Goods</td>
<td>3630-3639</td>
<td>Hshld</td>
<td>Consumer Goods</td>
</tr>
<tr>
<td>2600-2639</td>
<td>Paper</td>
<td>Business Supplies</td>
<td>3640-3646</td>
<td>ElcEq</td>
<td>Electrical Equipment</td>
</tr>
<tr>
<td>2640-2659</td>
<td>Boxes</td>
<td>Shipping Containers</td>
<td>3647-3647</td>
<td>Autos</td>
<td>Automobiles and Trucks</td>
</tr>
<tr>
<td>2670-2699</td>
<td>Paper</td>
<td>Business Supplies</td>
<td>3648-3649</td>
<td>ElcEq</td>
<td>Electrical Equipment</td>
</tr>
<tr>
<td>2700-2749</td>
<td>Books</td>
<td>Printing and Publishing</td>
<td>3650-3652</td>
<td>Toys</td>
<td>Recreational Products</td>
</tr>
<tr>
<td>2750-2759</td>
<td>BusSv</td>
<td>Business Services</td>
<td>3660-3660</td>
<td>ElcEq</td>
<td>Electrical Equipment</td>
</tr>
<tr>
<td>2760-2761</td>
<td>Paper</td>
<td>Business Supplies</td>
<td>3661-3679</td>
<td>Chips</td>
<td>Electronic Equipment</td>
</tr>
<tr>
<td>2770-2799</td>
<td>Books</td>
<td>Printing and Publishing</td>
<td>3680-3689</td>
<td>Comps</td>
<td>Computers</td>
</tr>
<tr>
<td>2800-2829</td>
<td>Chems</td>
<td>Chemicals</td>
<td>3691-3692</td>
<td>ElcEq</td>
<td>Electrical Equipment</td>
</tr>
<tr>
<td>2830-2836</td>
<td>Drugs</td>
<td>Pharmaceutical Products</td>
<td>3693-3693</td>
<td>MedEq</td>
<td>Medical Equipment</td>
</tr>
<tr>
<td>2840-2844</td>
<td>Hshld</td>
<td>Consumer Goods</td>
<td>3694-3694</td>
<td>Autos</td>
<td>Automobiles and Trucks</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>SIC range</th>
<th>Code</th>
<th>Industry</th>
<th>SIC range</th>
<th>Code</th>
<th>Industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>3695-3695</td>
<td>Comps</td>
<td>Computers</td>
<td>5800-5813</td>
<td>Meals</td>
<td>Restaurants, Hotel, Motel</td>
</tr>
<tr>
<td>3690-3690</td>
<td>EleEq</td>
<td>Electrical Equipment</td>
<td>5890-5890</td>
<td>Meals</td>
<td>Restaurants, Hotel, Motel</td>
</tr>
<tr>
<td>3699-3699</td>
<td>EleEq</td>
<td>Electrical Equipment</td>
<td>5900-5999</td>
<td>Retail</td>
<td>Retail</td>
</tr>
<tr>
<td>3700-3716</td>
<td>Autos</td>
<td>Automobiles and Trucks</td>
<td>6000-6099</td>
<td>Banks</td>
<td>Banking</td>
</tr>
<tr>
<td>3720-3729</td>
<td>Aero</td>
<td>Aircraft</td>
<td>6100-6199</td>
<td>Banks</td>
<td>Banking</td>
</tr>
<tr>
<td>3730-3731</td>
<td>Ships</td>
<td>Shipbuilding, Railroad Eq.</td>
<td>6200-6299</td>
<td>Fin</td>
<td>Trading</td>
</tr>
<tr>
<td>3732-3732</td>
<td>Toys</td>
<td>Recreational Products</td>
<td>6300-6399</td>
<td>Insur</td>
<td>Insurance</td>
</tr>
<tr>
<td>3740-3743</td>
<td>Ships</td>
<td>Shipbuilding, Railroad Eq.</td>
<td>6400-6411</td>
<td>Insur</td>
<td>Insurance</td>
</tr>
<tr>
<td>3750-3751</td>
<td>Hshld</td>
<td>Consumer Goods</td>
<td>6500-6553</td>
<td>RI Est</td>
<td>Real Estate</td>
</tr>
<tr>
<td>3760-3769</td>
<td>Guns</td>
<td>Defense</td>
<td>6700-6799</td>
<td>Fin</td>
<td>Trading</td>
</tr>
<tr>
<td>3790-3792</td>
<td>Autos</td>
<td>Automobiles and Trucks</td>
<td>7000-7019</td>
<td>Meals</td>
<td>Restaurants, Hotel, Motel</td>
</tr>
<tr>
<td>3795-3795</td>
<td>Guns</td>
<td>Defense</td>
<td>7020-7021</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>3799-3799</td>
<td>Autos</td>
<td>Automobiles and Trucks</td>
<td>7030-7039</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>3800-3800</td>
<td>Hshld</td>
<td>Consumer Goods</td>
<td>7040-7049</td>
<td>Meals</td>
<td>Restaurants, Hotel, Motel</td>
</tr>
<tr>
<td>3810-3810</td>
<td>Chips</td>
<td>Electronic Equipment</td>
<td>7200-7212</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>3811-3811</td>
<td>LabEq</td>
<td>Measuring and Control Eq.</td>
<td>7213-7213</td>
<td>Meals</td>
<td>Restaurants, Hotel, Motel</td>
</tr>
<tr>
<td>3812-3812</td>
<td>Chips</td>
<td>Electronic Equipment</td>
<td>7215-7299</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>3820-3830</td>
<td>LabEq</td>
<td>Measuring and Control Eq.</td>
<td>7300-7372</td>
<td>Bus Sv</td>
<td>Business Services</td>
</tr>
<tr>
<td>3840-3851</td>
<td>MedEq</td>
<td>Medical Equipment</td>
<td>7373-7373</td>
<td>Comps</td>
<td>Computers</td>
</tr>
<tr>
<td>3860-3879</td>
<td>Hshld</td>
<td>Consumer Goods</td>
<td>7374-7394</td>
<td>Bus Sv</td>
<td>Business Services</td>
</tr>
<tr>
<td>3900-3900</td>
<td>Misc</td>
<td>Miscellaneous</td>
<td>7395-7395</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>3910-3919</td>
<td>Hshld</td>
<td>Consumer Goods</td>
<td>7397-7397</td>
<td>Bus Sv</td>
<td>Business Services</td>
</tr>
<tr>
<td>3930-3949</td>
<td>Toys</td>
<td>Recreational Products</td>
<td>7399-7399</td>
<td>Bus Sv</td>
<td>Business Services</td>
</tr>
<tr>
<td>3950-3955</td>
<td>Paper</td>
<td>Business Supplies</td>
<td>7500-7500</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>3960-3961</td>
<td>Hshld</td>
<td>Consumer Goods</td>
<td>7510-7519</td>
<td>Bus Sv</td>
<td>Business Services</td>
</tr>
<tr>
<td>3965-3965</td>
<td>Clths</td>
<td>Apparel</td>
<td>7520-7549</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>3990-3990</td>
<td>Misc</td>
<td>Miscellaneous</td>
<td>7600-7699</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>3991-3991</td>
<td>Hshld</td>
<td>Consumer Goods</td>
<td>7800-7841</td>
<td>Fun</td>
<td>Entertainment</td>
</tr>
<tr>
<td>3993-3993</td>
<td>Bus Sv</td>
<td>Business Services</td>
<td>7900-7999</td>
<td>Fun</td>
<td>Entertainment</td>
</tr>
<tr>
<td>3995-3995</td>
<td>Hshld</td>
<td>Consumer Goods</td>
<td>8000-8099</td>
<td>Hlth</td>
<td>Healthcare</td>
</tr>
<tr>
<td>3996-3996</td>
<td>BldMt</td>
<td>Construction Materials</td>
<td>8100-8199</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>3999-3999</td>
<td>Misc</td>
<td>Miscellaneous</td>
<td>8200-8299</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>4000-4099</td>
<td>Trans</td>
<td>Transportation</td>
<td>8300-8399</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>4100-4199</td>
<td>Trans</td>
<td>Transportation</td>
<td>8400-8499</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>4200-4299</td>
<td>Trans</td>
<td>Transportation</td>
<td>8600-8699</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>4400-4499</td>
<td>Trans</td>
<td>Transportation</td>
<td>8700-8748</td>
<td>Bus Sv</td>
<td>Business Services</td>
</tr>
<tr>
<td>4500-4599</td>
<td>Trans</td>
<td>Transportation</td>
<td>8800-8899</td>
<td>Per Sv</td>
<td>Personal Services</td>
</tr>
<tr>
<td>4600-4699</td>
<td>Trans</td>
<td>Transportation</td>
<td>8900-8999</td>
<td>Bus Sv</td>
<td>Business Services</td>
</tr>
<tr>
<td>4700-4799</td>
<td>Trans</td>
<td>Transportation</td>
<td>9000-9999</td>
<td>Misc</td>
<td>Miscellaneous</td>
</tr>
<tr>
<td>4800-4899</td>
<td>Telem</td>
<td>Telecommunications</td>
<td>5800-5813</td>
<td>Meals</td>
<td>Restaurants, Hotel, Motel</td>
</tr>
<tr>
<td>4900-4999</td>
<td>Util</td>
<td>Utilities</td>
<td>5890-5890</td>
<td>Meals</td>
<td>Restaurants, Hotel, Motel</td>
</tr>
<tr>
<td>5000-5099</td>
<td>Whls</td>
<td>Wholesale</td>
<td>5900-5999</td>
<td>Retail</td>
<td>Retail</td>
</tr>
<tr>
<td>5100-5199</td>
<td>Whls</td>
<td>Wholesale</td>
<td>6000-6099</td>
<td>Banks</td>
<td>Banking</td>
</tr>
<tr>
<td>5200-5299</td>
<td>Retail</td>
<td>Retail</td>
<td>6100-6199</td>
<td>Banks</td>
<td>Banking</td>
</tr>
<tr>
<td>5300-5399</td>
<td>Retail</td>
<td>Retail</td>
<td>6200-6299</td>
<td>Fin</td>
<td>Trading</td>
</tr>
<tr>
<td>5400-5499</td>
<td>Retail</td>
<td>Retail</td>
<td>6300-6399</td>
<td>Insur</td>
<td>Insurance</td>
</tr>
<tr>
<td>5500-5599</td>
<td>Retail</td>
<td>Retail</td>
<td>6400-6411</td>
<td>Insur</td>
<td>Insurance</td>
</tr>
<tr>
<td>5600-5699</td>
<td>Retail</td>
<td>Retail</td>
<td>6500-6553</td>
<td>RI Est</td>
<td>Real Estate</td>
</tr>
<tr>
<td>5700-5736</td>
<td>Retail</td>
<td>Retail</td>
<td>6700-6799</td>
<td>Fin</td>
<td>Trading</td>
</tr>
</tbody>
</table>
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ABSTRACT

The effective use of financial leverage is fundamental to sound financial management, and no industry exemplifies leverage’s importance more than banking. Commercial banks typically have returns on assets (ROA) in the range of one to two percent and sometimes less, and they use equity multipliers of five to 20 times to leverage that modest return into returns on equity (ROE) of around 15 percent.

But suppose a bank is over-leveraged or under-leveraged? How does that affect the stockholders’ rate of return? What can a bank do to adjust its leverage position?

This case study examines two banks with leverage problems that are polar extremes. The effect on the banks’ stock returns is examined and corrective measures are proposed.

Introduction

This case study looks at two community banks, both in the asset range of less than $5 billion. Each bank is at the opposite end of the spectrum in terms of capitalization, which provides an interesting contrast for a case study. At the time of our consulting work, Lowlander Bank had an equity-to-assets ratio (E/A) close to five percent, while Highlander Bank had an E/A ratio around 20 percent.¹ Both banks want to manage their equity in such a way that will maximize shareholder value over the long term. We organize the case study into two parts. First, in Part I, we examine the financial management issues at Lowlander Bank and then in Part II we examine the issues at Highlander Bank.

The management and board of each bank were focused on particular issues that led them to seek outside consulting. In this case study, we present the issues and outline the analysis done to assist these two banks. Both banks were interested to hear an outside perspective regarding their stock performance. Specifically, Lowlander Bank was interested in our comments regarding recent performance, while Highlander Bank was focused on the future, as it had just completed an initial public offering (IPO) of stock.

Part I of this case study looks at how to value a community bank. Often community banks are publicly traded, but the volume of shares exchanged is modest compared to large banks, such as Bank of America. Management teams at community banks often seek an outside opinion on the “value” of their bank. When valuing a bank, there are valuation techniques that mirror those used in other industries. However, there are unique considerations when an analyst tries to find the intrinsic value of a bank, and these will be discussed in this case.

Part II of this case study looks at capital management when a bank has “excess” capital. There are several strategies to consider—each with its own implications. Finance students are taught that capital structure doesn’t affect firm value. Yet, in banking, the use of a high degree of leverage is needed to generate a solid ROE, so capital structure does matter.

Part I: Lowlander Bank’s Issues

The management and board at Lowlander Bank have thought for several years that the market value of their bank trails its intrinsic value. Moreover, they

¹ The names of both banks have been changed and some of the numbers have been altered to conceal their identities.
were concerned that this undervaluation by the market has been detrimental to shareholders. They wanted an outside financial expert to help them answer these questions:

1. Is their stock trading below its intrinsic value? If so, by how much?
2. Has this been detrimental to shareholders in terms of stock performance?
3. If we believe the stock is undervalued, what might explain this?

**Stock Performance**

How do you fairly evaluate a firm’s stock performance? People tend to have short memories and will focus on the most recent performance. Often, we focus on price appreciation, forgetting that dividends paid are an important and, in many cases, a significant component of return. Lowlander Bank schedules board retreats every three years to discuss certain strategic issues, including stock performance. Therefore, management’s request to us was to examine the bank’s stock performance for the prior three years. Exhibit 1 shows the stock price performance for Lowlander Bank over the three years prior to the meeting with management in the 3Q07. For the three-year period, the stock price was up 14.77 percent, but the trend was anything but steady.

**Exhibit 1: Three-Year Stock Price Performance**

![Graph showing three-year stock price performance for Lowlander Bank.](source: SNL Financial)

Exhibit 1 provides limited information. There are two questions that need addressing when assessing the bank’s stock performance. First, what is a “fair” timeframe for comparison? Is it one year, three years, five years, or a longer period? Investment professionals will often assert that an investor’s timeframe should be at least 5-10 years if he plans to invest in equities. We know that stocks can exhibit dramatic volatility, so returns over short periods can be very good or very poor. Yet, when returns for longer periods are considered, equities generally do better than any other asset class, such as bonds and cash-equivalents. Therefore, we suggested to the bank that evaluation of their stock should be over a longer timeframe, such as five years.

In addition to selecting a suitable timeframe, the second question that needs to be addressed is how to select an appropriate benchmark. If a student scores a 65 percent on an exam, has he performed poorly? If the average score is 75 percent, then a 65 percent is not a good score. However, if the average is 50 percent, then a 65 percent is quite good. Stock performance, like exam grades, is relative. Lowlander Bank is accustomed to comparing their stock to the S&P 500, as shown in Exhibit 2. For the five years shown, the bank’s stock (top line) is up 86.18 percent on a cumulative basis. This cumulative return far exceeds the 51.88 percent gain by the S&P 500 (bottom line). When the board first considered the prior three years, the stock performance appeared lackluster. Yet, when we stretched the interval to five years and inserted the S&P 500 for comparison, frowns turned to smiles around the board table.

**Exhibit 2: Five-Year Stock Price Comparison to S&P 500**

![Graph showing five-year stock price comparison to S&P 500.](source: SNL Financial)

While the comparison to the S&P 500 is valid in that it tells investors how the stock compared to the overall market—or, at least, 500 widely-held companies which represent more than 70 percent of the U.S. stock market—it does not tell them how the stock compared to the bank’s peers. Sectors of the
economy can go in and out of favor from year to year. Therefore, we explained to the board at Lowlander Bank that there are two more changes to the comparison that we recommended. First, it makes sense to select a peer group of banks of comparable size. Bank efficiency is linked to size, so larger banks should be more efficient and this will impact earnings and stock performance. The peer group that was selected was the group of banks with assets between $1 billion to $5 billion, compiled by SNL Financial. There are other bank benchmarks that can be used for comparison. For example, America’s Community Bankers and the NASDAQ Stock Market created a broadly diversified stock index for community banks termed the “ACB NASDAQ Index.”

A noteworthy omission from Exhibits 1 and 2 is dividends. Investors and boards will sometimes forget the importance of a regular dividend when evaluating their stock performance. Community banks tend to be reliable payers of dividends, so a complete stock performance comparison should include dividends. Thus, in addition to comparing a bank’s stock to an adequate peer group, the second adjustment we recommend is to make a comparison using total return; dividends paid should be included along with changes to share price (adjusted for stock splits).

Exhibit 3 shows Lowlander Bank’s overall stock performance (top line)—on a total return basis—relative to its peers (bottom line). This comparison finds the bank’s five-year total return (105.24 percent) is nearly double the return for the peers (55.95 percent). In the next section, we do a valuation of the bank. However, regardless of what the valuation shows, the conclusion is definitive: over the last five years, Lowlander Bank has delivered outstanding stock performance to its shareholders. That perhaps explains why management and the board are puzzled by the perceived undervaluation of the bank’s shares. What will our valuation and fundamental analysis reveal?

### Exhibit 3: Five-Year Total Return Comparison to Peers

![Graph showing total return comparison to peers](source: SNL Financial)

### Stock Valuation Of Lowlander Bank

There were three broad categories of valuation methodologies that we considered when we valued Lowlander Bank: (1) a dividend discount model, (2) a residual income model, and (3) price ratio analysis. Jordan and Miller (2008) present the residual income model as “a simple model that we can use [when] companies don't pay dividends.” In the case of Lowlander Bank, it has paid an ever-increasing dividend, although the year-to-year growth rate has not been constant. Exhibit 4 shows the bank’s dividend history from 2001 to 2006; based on these numbers, the average growth in dividends leading up to the valuation was 7.0 percent.

### Exhibit 4: Dividend History From 2001-2006

<table>
<thead>
<tr>
<th></th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dividends</td>
<td>0.40</td>
<td>0.40</td>
<td>0.44</td>
<td>0.49</td>
<td>0.53</td>
<td>0.56</td>
</tr>
<tr>
<td>Core EPS</td>
<td>1.39</td>
<td>1.86</td>
<td>2.21</td>
<td>2.19</td>
<td>2.24</td>
<td>2.48</td>
</tr>
</tbody>
</table>

Source: SNL Financial

Before we step through the valuation, we want to tell a story. The first bank valuation that we did was in the mid 1990s. The bank decided to have two valuation firms perform a valuation. We were not aware of this until after we did our valuation work. We arrived at an opinion of value of $34.25 per share. After the opinion of value was given to the bank, the CEO said that he thought “our valuation was better than the valuation done by our
competitor.” We were curious why he had made this judgment. He went on to comment that “Our valuation was 25 cents higher than our competitor’s valuation and closer to the bank’s own valuation.” The point we made to the CEO was that valuations are imprecise. If two valuation firms are within 25 cents of one another, that is remarkable. The fact that our valuation was slightly higher was meaningless. While we wanted the client to be pleased with our valuation, someone who understands the valuation process knows that many assumptions go into a valuation. It’s impossible for it to be exact.

Price Ratio Analysis

Financial data for 160 banks in the $1 billion to $5 billion peer group was obtained from SNL Financial. The average price-to-earnings (P/E), price-to-tangible-book (P/TB) and dividend-to-price (D/P) ratios are given in Exhibit 5, along with the median, high, and low. The data are based on the last four quarters (L4Q) ending 2Q07. Even though the dataset contains 160 banks—which is a fairly large sample of banks—there is noticeable positive skew in the P/E multiple. (See Mason et al., p. 86, for useful discussion on skewed distributions.) To avoid problems with skew in our valuation work, we usually use the median values for a valuation.

Exhibit 5: Selected Ratios

<table>
<thead>
<tr>
<th></th>
<th>P/E</th>
<th>P/TB</th>
<th>D/P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median</td>
<td>15.0x</td>
<td>2.1x</td>
<td>2.3%</td>
</tr>
<tr>
<td>Average</td>
<td>17.5x</td>
<td>2.2x</td>
<td>2.4%</td>
</tr>
<tr>
<td>High</td>
<td>111.1x</td>
<td>4.9x</td>
<td>6.4%</td>
</tr>
<tr>
<td>Low</td>
<td>7.0x</td>
<td>1.0x</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Source: SNL Financial

At the time of the valuation, Lowlander Bank’s earnings per share (EPS) for the L4Q were $2.59 per share. By multiplying the median P/E of 15.0 times this EPS, the P/E-based valuation is found to be $38.85. At this point, some analysts will adjust the estimate for factors such as perceived earnings quality, management abilities, and other such factors that tend to be more qualitative. Making qualitative adjustments is subjective, so we rarely do it.

The method of using the peers’ P/E multiple to estimate value is repeated for the P/TB and D/P ratios. Lowlander Bank has approximately 3.2 million shares outstanding, with a price-to-tangible-book-value-per-share (BVPS) of $17.26. Applying this to the median P/TB of 2.1 for the peers leads to an estimate of $36.57. Likewise, the bank’s most recent quarterly dividend per share (DPS), annualized, was $0.57 per share. Applying this to the median D/P of 2.3 percent for the peers leads to an estimate of $25.03.

Another method for utilizing the price ratios in an estimate of value is to find a regression equation that gives the best fit between banks’ EPS, BVPS, and DPS values. The regression model is used to estimate a bank’s value by substituting its fundamentals into the equation. Using the peer group data, the following model is obtained:

\[
\text{Price} = 6.93 + 6.61 \times \text{EPS} + 0.42 \times \text{BVPS} + 3.09 \times \text{DPS}
\]

When Lowlander Bank’s fundamentals are substituted into the equation, the price estimate found is $32.99. Note that simple substitution of the numbers provided in this case will likely give a slightly different estimate due to rounding errors. The actual valuation was done in an Excel workbook, which preserves all of the trailing digits generated from each calculation.

The ratios used above are common to most if not all industries. One example of an exception is DPS. When the “dot-com” industry was in its infancy, there were plenty of firms paying zero dividends. Obviously, these firms could not be valued based on their dividend yield. One ratio that has emerged in banking as a common but unique metric for value is the “franchise-premium-to-core-deposit ratio” (FPCD). This ratio is defined as:

\[
\text{FPCD} = \frac{\text{Share Price} - \text{Tangible Book Value per Share}}{\text{Core Deposits per Share}}
\]
The logic behind this ratio and the reason that merger and acquisition (M&A) analysts focus on it is because the value of a bank is thought to be linked strongly to the volume of “core deposits” that are on the balance sheet, which are all deposits excluding jumbo CDs. Banks are said to be in the “spread business” because their profits are largely driven by the difference between the yields obtained on their assets minus the rates paid on their funding. The market for loans and investments is extremely competitive, so banks have difficulty generating better asset yields than their peers. On the other hand, some banks are better than others at building large balances of inexpensive core deposits. The FPCD ratio reflects the premium-over-tangible-book-value-per-dollar-of-core-deposits. By using this as a metric of value, it assumes reversion to the mean, implying that the market is paying a similar premium for each dollar of core deposit on a bank’s balance sheet.

The peers’ franchise-premium-to-core-deposit ratio was found to be 13.61 percent. Based on Lowlander Bank’s tangible BVPS (given above as $17.26) and its core deposits per share of $210.70, the implied premium is $28.68. In turn, this provides an estimate of value of $45.94 per share.

### Dividend Discount Model

When using the dividend discount model (DDM) to estimate the value of a company, an analyst needs to decide which version of the model is most appropriate. Generally, there are two versions of the model to select: (1) constant perpetual growth and (2) two-stage dividend growth. The two-stage dividend growth model is suitable for young companies growing very quickly in early years that expect growth to level off sometime in the future. Our feeling is that the constant perpetual growth DDM is reasonable for community banks that have been operating for a number of years. If the bank were a “de novo” bank, then another model would be needed. It is not uncommon to find a community bank that has been in existence for 50 or more years. These mature banks tend to follow a steady growth trend. The constant perpetual growth model is given as:

$$V_0 = \frac{D_0 \times (1 + g)}{k - g}$$

To use this model, an analyst needs to estimate the bank’s risk-adjusted discount rate and the expected growth rate in dividends. There are several ways to estimate the bank’s future growth rate: (1) use the bank’s historical dividend growth rate, (2) use a forecast for the industry, or (3) calculate the bank’s sustainable growth rate. We choose to use the bank’s average growth rate in dividends (7 percent) based on the data shown earlier in Exhibit 4.

In order to estimate the bank’s risk-adjusted rate of return, we utilize the Capital Asset Pricing Model (CAPM), which says that the discount rate should equal the time value of money plus a risk premium (see p. 406 in Jordan & Miller). This requires an estimate of the bank’s beta. To do this, we obtained return data for Lowlander Bank for the period 2/4/2002 to 8/1/2007 along with market returns for the same period. Using this data, we plotted the excess returns for Lowlander Bank versus the excess returns for the market (using the S&P 500 as our proxy for the market), and then estimated beta by finding the slope of the regression line. Once we estimated the bank’s beta, the only other figures needed were the risk-free rate and the risk premium for the market. At the time of our valuation, the 90-day Treasury bill rate was 4.81 percent (http://www.federalreserve.gov/releases/); for the risk premium, we used 9.0 percent. Note that there are various sources for obtaining an estimate of the market risk premium and there can be significant differences depending on the source and the exact period studied (see p. 177 in Jordan & Miller). We are now able to make the substitutions into the CAPM:

$$k = R_f + \beta \times (Market \ Risk \ Premium)$$

$$8.35\% = 4.81\% + 0.3935 \times 9\%$$

In turn, once we have a discount rate and a growth rate, all that is needed is the bank’s prior four quarters’ dividend. This is $0.57. Now we can estimate the stock’s value using the DDM:
Once an analyst has his various estimates of stock value, the obvious question is how to weight them to arrive at a final opinion of value. Often, we find the DDM-based estimate to be much higher or lower than the other estimates. The DDM is quite sensitive to the values of $k$ and $g$. The decision whether or not to use the DDM estimate, in our view, is a judgment call. When we value a bank, we are doing it at a point in time. It might be the first and last time we value the institution. In contrast, a stock analyst on Wall Street will track a stock for an extended period. He can monitor risk premiums, dividend announcements, market pricing, and different variations of the DDM to determine the most accurate model to use.

The valuation produces a range of estimates from a low of $25.03 \text{ (based on dividend yield)}$ to a high of $45.94 \text{ (based on the franchise-premium-to-core-deposit ratio)}. A summary of the valuation estimates is shown in Exhibit 6. The average of the six estimates is $37.42$. The peer data and the bank’s data are for the end of 2Q07, so the appropriate comparison to use is the stock’s price at the end of June 2007. The close on 6/29/07 was $27.12$. Thus, our average, which we term the “opinion of value,” is 38 percent higher than the closing price. This valuation exercise supports the notion shared by management and the board that the market is undervaluing the company. However, unless you believe in market inefficiency, you have to ask: What is the market seeing about Lowlander Bank that could explain this low pricing? In the next section of our case study, we examine key fundamentals on the bank in search for clues.

### Exhibit 6: Valuation Summary

<table>
<thead>
<tr>
<th>Valuation based on:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. P/E Ratio</td>
<td>$38.85</td>
</tr>
<tr>
<td>2. P/TB Ratio</td>
<td>$36.57</td>
</tr>
<tr>
<td>3. Dividend Yield</td>
<td>$25.03</td>
</tr>
<tr>
<td>4. Econometric Model</td>
<td>$32.99</td>
</tr>
<tr>
<td>5. Franchise Premium</td>
<td>$45.94</td>
</tr>
<tr>
<td>6. DDM</td>
<td>$45.13</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>$37.42</strong></td>
</tr>
</tbody>
</table>

**What The Bank’s Fundamentals Tell Us**

If you look at a Uniform Bank Performance Report (UBPR), you find a plethora of statistics that can be analyzed when assessing a bank. UBPRs are prepared by the Federal Financial Examination Council, which, according to their tagline, “promotes the uniformity and consistency in the supervision of financial institutions.” Moreover, the UBPR is

“An analytical tool created for bank supervisory, examination, and management purposes. In a concise format, it shows the impact of management decisions and economic conditions on a bank’s performance and balance-sheet composition. The performance and composition data contained in the report can be used as an aid in evaluating the adequacy of earnings, liquidity, capital, asset and liability management, and growth management. Bankers and examiners alike can use this report to further their understanding of a bank’s financial condition and, through such understanding, perform their duties more effectively.” (http://www.ffiec.gov/UBPR.htm)

With so much information available for a bank, where should an analyst begin? When looking at accounting data, a bank’s return on assets and return on equity are the two main performance ratios to examine. The “drilldown” analysis should look at three primary areas: (1) net interest income, (2) net
overhead, and (3) capital, and three secondary areas: (4) the mix of earning/nonearning assets, (5) provisioning for loan losses, and (6) the tax burden. Further drilldown into the operations is possible, but these six areas give a balanced snapshot of the bank’s performance.

In Exhibit 7 we show the bank’s return on average assets (ROAA), return on average equity (ROAE), and return on average tangible equity (ROTE). Banks are constantly writing new loans, seeking deposits and adding retained earnings. Consequently, their balance sheets—and, specifically, the level of assets and equity—are normally growing quickly, even from one quarter to the next. This is why analysts use average assets and average equity when calculating return ratios. The difference between ROAE and ROTE is that a bank’s average equity and average tangible equity is primarily accounted for by the intangibles on the balance sheet. When one bank acquires another bank, the premium over book value is accounted for as goodwill. Historically, banks would use the pooling or purchase method when accounting for an acquisition. Starting in 2001, banks were required to begin using the purchase method for all acquisitions. Intangible assets on the books explain why ROAE figures are less than ROTE.

**Exhibit 7: Return Comparisons**

<table>
<thead>
<tr>
<th>Bank</th>
<th>Percentile Ranking</th>
<th>50th Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROAA</td>
<td>0.69%</td>
<td>16th</td>
</tr>
<tr>
<td>ROAE</td>
<td>13.06%</td>
<td>68th</td>
</tr>
<tr>
<td>ROTE</td>
<td>15.50%</td>
<td>52nd</td>
</tr>
</tbody>
</table>

Source: SNL Financial

The data reveal that Lowlander Bank’s ROAA is in the 16th percentile. Recall from statistics that this means that the bank’s ROAA is higher than (or equal) to just 16 percent of the banks in its peer group. This ranking is low and could explain the low price on Lowlander Bank’s stock. However, what is more important—a high ROAA or ROAE? This debate among bankers is never-ending. We believe that both are important, but the return to equity is somewhat more important, arguably, because it’s the (book) return to the providers of capital. The bank’s ROAE and ROTE are both above the median 50th percentile, so this would indicate that the bank is ahead of its peers in these categories. However, the market might feel that the bank has used excessive leverage to boost its low ROAA figure to an above median ROAE.

The next step is to drill down to the fundamentals that determine the bank’s ROAA and ROAE. A bank’s revenues are a combination of net interest income and noninterest income. There are two statistics commonly used to compare a bank’s performance to other banks: net interest margin and net interest spread. The net interest margin is defined as the difference between interest income and interest expense divided by the bank’s average assets or average earning assets. In contrast, the net interest spread is defined as the difference between a bank’s yield on earning assets and cost of funds. From Exhibit 8, we find that Lowlander Bank’s margin ranks low, leading to the next drilldown question. Is the low margin a result of a low yield on earning assets (YEA) and/or a high cost of funds (COF)? The bank is well below the median YEA and above the median COF meaning that, relative to its peers, its asset yields are low while its funding costs are high. Further analysis can be done; the next step is to look at the mix of assets and liabilities and the rates offered by the bank.

**Exhibit 8: Net Interest Income Analysis**

<table>
<thead>
<tr>
<th>Bank</th>
<th>Percentile Ranking</th>
<th>50th Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Margin</td>
<td>2.94%</td>
<td>8th</td>
</tr>
<tr>
<td>YEA</td>
<td>6.78%</td>
<td>23rd</td>
</tr>
<tr>
<td>COF</td>
<td>3.49%</td>
<td>38th</td>
</tr>
</tbody>
</table>

Source: SNL Financial

When evaluating a bank’s cost structure, bankers usually examine the net overhead or efficiency ratio.
We see from Exhibit 9 that the efficiency ratio for Lowlander Bank is in the 12th percentile. The definition of the efficiency ratio is noninterest expense divided by revenue; the lower the ratio, the better. The weak percentile ranking in efficiency, along with the margin ranking, suggest that the bank is showing weakness in both revenue generation and its cost structure. Yet, keep in mind that the bank’s ROAE is above the median for the peer group.

**Exhibit 9: Efficiency, Capital, Provisioning, and Taxes**

<table>
<thead>
<tr>
<th>Bank</th>
<th>Percentile</th>
<th>50th Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency</td>
<td>70.95%</td>
<td>12th 61.33%</td>
</tr>
<tr>
<td>E/A</td>
<td>5.30%</td>
<td>100th 9.04%</td>
</tr>
<tr>
<td>PRO</td>
<td>0.08%</td>
<td>73rd 0.15%</td>
</tr>
<tr>
<td>TAX</td>
<td>26.19%</td>
<td>84th 32.28%</td>
</tr>
</tbody>
</table>

Source: SNL Financial

So how is the bank accomplishing a strong ROAE and good stock performance? Exhibit 9 shows that the bank is in the 100th percentile for its equity-to-assets (E/A) ratio. This means that there is no bank in its peer group that is more leveraged. Yet, the bank is meeting the regulatory minimums needed for the well-capitalized designation, so an analyst could argue that Lowlander Bank is fully utilizing its capital without carrying any excess capital on the balance sheet. Moreover, the bank’s provisioning—money put aside to cover loans that go bad—and tax burden are better than the median values, indicating strength of performance in those areas.

Valuation depends heavily on the expected growth rates of earnings, dividends, and the size of the institution. Five-year compound annualized growth rates (CAGR) for important fundamentals are given in Exhibit 10. At 10.81 percent, the bank’s EPS growth has been well above the median for its peers; yet, the dividend growth has not kept pace. The earnings have been needed to generate new capital in order to support the higher than median asset growth.

The key asset category—loans—has grown a notch faster than the median, while crucial deposit funding has been robust. The main indicator from the income statement (i.e., EPS) and the three major categories on the balance sheet (i.e., assets, loans and deposits) all support a strong stock performance.

**Exhibit 10: Five-Year Growth Rates in Key Areas**

<table>
<thead>
<tr>
<th></th>
<th>Bank Value</th>
<th>Percentile Ranking</th>
<th>50th Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPS</td>
<td>10.81%</td>
<td>60th</td>
<td>8.73%</td>
</tr>
<tr>
<td>DPS</td>
<td>7.34%</td>
<td>37th</td>
<td>9.06%</td>
</tr>
<tr>
<td>Assets</td>
<td>13.10%</td>
<td>57th</td>
<td>11.98%</td>
</tr>
<tr>
<td>Loans</td>
<td>14.73%</td>
<td>51st</td>
<td>14.40%</td>
</tr>
<tr>
<td>Deposits</td>
<td>13.45%</td>
<td>58th</td>
<td>11.97%</td>
</tr>
</tbody>
</table>

Source: SNL Financial

**Summary of Part I: Lowlander Bank**

Over the last five years (measured up till the end of 2Q07) Lowlander Bank has delivered a total return performance on its stock that has exceeded the bank’s peer group and the overall market, as measured by the S&P 500. At least for now, that should be sufficient to please shareholders. Yet, management and the board believe the stock is undervalued, and our analysis supports that belief. Or does it?

We valued the bank and arrived at an opinion of value of $37.42. The market price at the time of the valuation, which was based on end of 2Q07 financials, was $27.12—nearly 30 percent lower than our valuation. The valuation work that we did three years prior showed the same result. However, unless you don’t believe in market efficiency, there should be an explanation. (Actually, there are those working in the community bank sector who do believe in market inefficiency, as community bank stocks often are thinly traded.)

What exactly does the valuation tell us? It basically gives the median value of an institution that has similar fundamentals to Lowlander Bank, in terms of
EPS, BVPS, DPS, core deposits per share and growth rates. Yet, like a fingerprint, each bank is unique. The market probably sees things that have led it to discount the bank’s value. Our fundamental analysis helped show what areas might be a concern to those tracking the bank’s stock. An analyst would likely probe more deeply into the bank’s operation by asking management key questions about the loan and borrowings portfolios and the cost structure.

A bank’s net interest income is the dominate component of revenues, often more than double the noninterest income. Lowlander Bank’s earning assets are producing low yields. If the creditworthiness of the assets on the balance sheet are better than average, then low yields might be okay. On the other hand, if the bank is pricing credit risk too low, then the low yields are not justified. To draw a correct conclusion would require more analysis and, perhaps, insider information.

The same thought process applies to the funding side of the balance sheet. If a bank’s cost of funds is high, this points to an expensive mix of liabilities and/or rates that might be too generous relative to the local deposit market. Banks are under constant pressure to grow their deposit base, so higher-than-average deposit rates—if that is the case—can be explained, if not justified.

On the cost side of the equation, a bank that has a lower spread and margin than its peers will need to make up ground by winning the efficiency game. When we see lower-than-average efficiency, we sometimes find a commercial loan operation with costly overhead that might be under-producing. The efficiency ratio reflects a bank’s revenues and costs, so when a bank is lagging in that ratio, it should determine if it has a problem with revenues, high costs, or a combination of both.

Finally, we often hear in business that “cash is king.” Well, in banking, a close cousin to that saying is “capital is king.” Banking is a leverage business, so lean capital helps generate a strong ROAE, yet there is always a concern that growth will be constrained by a lack of capital. Certainly, Lowlander Bank is pushing the envelope in terms of its capitalization.

The market might see that as an impediment to growing the bank—whether that is “organic” growth or growth through M&A. The fact that EPS has been growing faster than DPS shows that management is constraining dividend growth in order to preserve capital for asset growth. If the bank can improve its return on assets, this will correspondingly increase return on equity and earnings retention, provided that the payout ratio is not increased.

Part II: Highlander Bank’s Issues

Highlander Bank recently went through a mutual-to-stock conversion. When this occurs, the institution shifts from mutually-owned to stock-owned, through an initial public offering (IPO). It is believed that this change in ownership form and corporate governance dramatically alters management’s incentives to operate more efficiently and grow profits. Often, when a bank goes through a conversion process, there is an influx of capital that exceeds regulatory requirements and short-term growth needs. This is the case at Highlander Bank, as its equity jumped from roughly $82 million to more than $280 million.

A mutual-to-stock conversion changes an institution’s stakeholders and priorities. As a mutual bank, the most important stakeholders are regulators and depositors. Upon conversion, stockholders are added to the list of stakeholders and value maximization becomes one of the top priorities if not the number one goal. Highlander Bank wanted our input on the following questions:

1. How much capital is needed for the next 10 years?
2. If there is excess capital, how should it be utilized?
3. What is the likely impact of a stock buyback?
4. What financial goals, such as EPS and DPS make sense?
5. How do we objectively measure our progress now that we’re a stock institution?

Estimating Excess Capital

Exhibit 11 gives a quick snapshot of Highlander Bank’s excess capital. The bank has $1,306.5 million in assets and $282.7 million in equity—thus, an equity-to-assets (E/A) ratio of more than 21 percent.
Suppose the bank wants to target an E/A ratio of eight percent and expects assets to grow by seven percent over the next 10 years. (These figures are hypothetical and created for illustrative purposes.) Scenario one shows that the bank begins with excess capital of $178.1 million and ends (10 years later) with excess capital of $77.1 million. The excess is calculated as the difference between actual equity minus target equity (eight percent of assets). This is an enormous amount of excess capital, and one of the assumptions is that all earnings are paid out as a dividend. If the bank decides to retain a portion of its earnings, then the excess capital would be even greater. Once the bank makes its assumptions for growth and arrives at a target capital ratio, it can estimate the true level of excess capital. We recommend to banks that they arrive at a target equity ratio by allocating a prudent amount of equity for credit, interest-rate, and other relevant risks. Regulatory input on capital requirements is also suggested.

Scenario two in Exhibit 11 shows the excess capital that would exist if there is an immediate reduction of capital in 2008. We don’t specify how that reduction occurs—it could be through a stock buyback or a special dividend. Excel enables an analyst to do “what if” analyses. By using the “goal seek” function, we asked Excel to find the equity reduction needed to eliminate all excess equity by year 10. Based on a target E/A ratio of eight percent and asset growth of seven percent, Highlander Bank would need to reduce equity by $91.5 million at the outset.

### Uses For Excess Capital

When consulting with banks that have excess capital, we discuss their options for utilizing this capital. Unlike debt financing, which has an explicit cost (i.e., the interest rate paid to lenders), paid-in capital and retained earnings have no explicit cost. Nevertheless, there is an opportunity cost of excess capital: to allow it to sit idle on the balance sheet is not consistent with maximization of shareholder wealth. We have compiled the various capital management options discussed with clients through
the years. There are, in no particular order, at least nine options to consider:

1. Do nothing with the excess capital;
2. Capitalize growth that exceeds sustainable growth;
3. Leverage the excess capital;
4. Acquire a branch or several branches;
5. Do a bank merger or acquisition;
6. Do a stock split or stock dividend;
7. Grow the dividend faster than earnings;
8. Pay a special dividend; and
9. Do a stock buyback.

Do nothing with the excess capital

We are reminded of the proverb that says “any decision is better than no decision” and that might be true when it comes to capital management. Students of finance will likely realize that “do nothing with the excess capital” is often a suboptimal option to consider. Yet, we have visited many banks that “sit” on their excess capital for years. The problem is that banks are not sure how much excess capital they hold. Burns (2004) discusses the assessment of capital adequacy as it pertains to credit risk in the loan portfolio. Through the development of Basel II capital requirements and the lessons learned from the subprime debacle, regulators continue to refine the process for evaluating a bank’s capital requirement. Generally, unless a bank has a high concentration of risky loans, we believe an E/A ratio around eight percent is sufficient. Assuming that this is adequate, a bank needs $8 million of equity for every $100 million of assets. The “do nothing” option leads to high capital ratios and enables management to sidestep the process of calculating its minimum capital requirement, which can be a technically daunting task. Moreover, maintaining high capital should enable the bank to receive more favorable deposit insurance premiums, as the higher the capital the lower the risk of default (all else equal). The following explains recent changes in the deposit insurance fund (FDIC, 2008):

“The FDIC merged the Bank Insurance Fund (BIF) and the Savings Association Insurance Fund (SAIF) to form the Deposit Insurance Fund (DIF) on March 31, 2006 in accordance with the Federal Deposit Insurance Reform Act of 2005. FDIC maintains the DIF by assessing depository institutions an insurance premium. The amount each institution is assessed is based upon statutory factors that include the balance of insured deposits as well as the degree of risk the institution poses to the insurance fund.”

Certainly, the more capital a bank has, the lower the risk it poses to the insurance fund. However, regulators have not told Highlander Bank whether its deposit insurance will be adjusted for its high capital ratio.

Capitalize growth that exceeds sustainable growth

A firm’s sustainable growth rate (SGR) is found by multiplying its return on equity (ROE) by its earnings retention ratio (rr). There can be a wide variation from bank to bank in their SGRs. For example, suppose a high-performing bank with a 20 percent ROE retains all of its earnings for growth purposes. Its SGR is 0.20 x 1.00 = 0.20 or 20 percent. As a second example, suppose a poor-performing bank with a paltry ROE of 5 percent is retaining just 25 percent of its earnings, which means that 75 percent is paid out as a dividend. This bank’s sustainable growth rate is 0.05 x 0.25 = 0.0125 or 1.25 percent. Banks’ earnings can change significantly from year to year, as they are sensitive to interest-rate changes as well as other factors. Consequently, ROEs and the percentages of earnings retention are volatile, which means that banks’ SGRs are ever-changing. Management will not know its SGR with certainty, but can make a projection.

We find that bank management and boards often are not aware of the implications of managing asset growth using the bank’s SGR as a benchmark. If a bank grows its assets faster than its SGR, its E/A ratio will decrease and the balance sheet becomes more leveraged and vice versa. Once a bank achieves its optimal or target E/A ratio, it needs to grow assets at the same rate as equity; otherwise, its E/A ratio will drift up or down, creating an underleveraged or overleveraged balance sheet. Maintenance of a bank’s E/A ratio is part of risk management, because the level of E/A is a determinant of the bank’s financial risk. Moreover, the reciprocal of the E/A...
ratio is the equity multiplier. A bank’s ROE is equal to its ROA times its equity multiplier (A/E). Therefore, from a profitability management standpoint, maintaining a steady and efficient equity multiplier is important.

Highlander Bank’s ROE has shifted downward since the IPO because of the large influx of equity. Assume that management projects a 3.5 percent ROE for the next year. Then, the highest SGR feasible would be a scenario of 100 percent earnings retention producing an SGR of 3.5 percent. Anything less than 100 percent retention will produce an SGR of less than 3.5 percent. If the bank projects growth exceeding 3.5 percent, then it will use some of the excess capital to capitalize that growth. The time it takes to utilize excess capital depends on (1) the amount of excess capital and (2) the divergence between asset growth and equity growth. Each year, management can project how much excess capital will be used by (1) projecting the upcoming year’s ROE, (2) deciding on how much earnings to retain, and (3) by projecting asset growth. As long as asset growth exceeds the SGR, excess capital will diminish.

Leverage the excess capital

Banking is a leverage business, characterized by low returns on assets (ROAs for banks are typically less than two percent) that are magnified by a high equity multiplier. It is not uncommon to find banks with equity multipliers (i.e., assets-to-equity ratio) exceeding 10x or even 15x. For example, First Star Savings Bank’s (ticker FSSB) 1Q08 E/A ratio is 6.1 percent and its equity multiplier is 16.4x. In contrast, non financial firms will typically have equity multipliers in the range of just 2x to 3x. For example, AT&T’s (T) 4Q07 equity multiplier is 2.4x. The two-step process to finding potential asset growth from leverage is to decide on the bank’s E/A target and then apply that to the equity on the balance sheet to arrive at the asset base that can be supported by the bank’s equity. In Exhibit 12, we show the total assets that Highlander Bank’s capital could support at various E/A ratios. For example, if the bank decides to target a conservative E/A ratio of 10 percent, its balance sheet could expand by a factor of 2.2x, or to a total of more than $2.8 billion. On the other hand, if the bank is comfortable with a “leaner” E/A ratio of 6 percent, then the assets could swell to over $4.7 billion. When considering E/A ratios in this low range, a one percent to two percent difference has a huge impact to overall assets.

When talking about leveraging capital, there are the theoretical and practical issues to consider. Suppose Highlander Bank’s management and board of directors decide to pursue an eight percent E/A target. That means the bank needs to expand by roughly $2.2 billion in assets. There are two ways to achieve that growth—“organically” or by “buying” the growth. The term organic growth means to expand the bank’s assets and funding without any growth from takeovers, acquisitions or mergers. In order to expand by this amount organically, the bank would need to purchase investments and write loans to add this amount of assets to the balance sheet. It could also purchase loans in the open market or do loan participations, but that would require due diligence by the bank which is time-consuming and costly. Moreover, this ignores the funding side of the equation. For every $1 of assets that it adds to the balance sheet, the bank needs to obtain $1 of funding, either deposits or borrowings. Highlander Bank already has a loan-to-deposit (L/D) ratio of 180 percent. For comparison, Lowlander Bank’s L/D ratio is 96 percent, which is also high but not nearly as high as Highlander Bank’s. Currently, one of Highlander Bank’s concerns is its deposit growth. In order to improve its spread and margin, it needs to shift the proportion of deposit funding up quite a bit. When banks look to leverage their balance sheet quickly, they often look to the borrowings market in the short term. However, with such a high L/D ratio, it does not make sense for Highlander Bank to borrow more at this time. It will need to find a way to stimulate the supply of deposits or to acquire deposits from other banks.
Exhibit 12: Leveraging of Capital

<table>
<thead>
<tr>
<th>Equity ($000)</th>
<th>E/A</th>
<th>Assets ($000)</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>282,672</td>
<td>6.0%</td>
<td>4,711,208</td>
<td>3.6x</td>
</tr>
<tr>
<td>282,672</td>
<td>6.5%</td>
<td>4,348,807</td>
<td>3.3x</td>
</tr>
<tr>
<td>282,672</td>
<td>7.0%</td>
<td>4,038,178</td>
<td>3.1x</td>
</tr>
<tr>
<td>282,672</td>
<td>7.5%</td>
<td>3,768,966</td>
<td>2.9x</td>
</tr>
<tr>
<td>282,672</td>
<td>8.0%</td>
<td>3,533,406</td>
<td>2.7x</td>
</tr>
<tr>
<td>282,672</td>
<td>8.5%</td>
<td>3,325,558</td>
<td>2.5x</td>
</tr>
<tr>
<td>282,672</td>
<td>9.0%</td>
<td>3,140,805</td>
<td>2.4x</td>
</tr>
<tr>
<td>282,672</td>
<td>9.5%</td>
<td>2,975,499</td>
<td>2.3x</td>
</tr>
<tr>
<td>282,672</td>
<td>10.0%</td>
<td>2,826,725</td>
<td>2.2x</td>
</tr>
</tbody>
</table>

**Acquire Growth**

If a bank is not able to expand fast enough in its own market to utilize its capital, it can look to purchase assets and liabilities through acquisition of branches and/or banks. When you hear that a bank wants to purchase liabilities, that always sounds a bit odd. Why would a profit-maximizing institution pay money to purchase liabilities? In fact, what the bank seeks is the deposit funding. As discussed in Part I of this case study, banks strive to improve their spreads and margins by obtaining low-cost funding. For example, in 1999-2000, Sovereign Bank purchased 279 branches from FleetBoston in the New England area. When a bank pays cash for branches, this leverages the balance sheet and creates the opportunity for further deposit growth at those new locations.

From a growth standpoint, purchasing a bank has a similar impact as purchasing a network of branches. However, buying a bank is a more complicated transaction as the bank needs to consolidate its existing operations with those of the acquired institution. This can lead to the firing of redundant personnel and the sale of fixed assets that are no longer necessary. A tremendous amount of due diligence is needed prior to purchasing a branch or a bank. Our consulting with Highlander Bank did not involve in-depth discussions about branch or bank acquisitions. An investment bank offers expertise in this area when needed. The options to buy branches or a bank are beyond the scope of this case study.

**Do a stock split or stock dividend**

Occasionally, bank boards will inquire about stock splits and stock dividends as a method for managing capital. Although we include stock splits and stock dividends as one of the options to consider, we note that the level of book equity is not changed by either. Thus, they do not help a bank control the level of capital; their effect on a bank’s capital ratios is neutral. One has to question the value of a stock split when one of the world’s greatest investors—Warren Buffett—is not a proponent of them. It is reported (Jubak, 2006) that “[Buffett is] on record as saying he doesn’t believe in stock splits since a high stock price, he insists, discourages buying by short-term traders.” In the case of class A shares of Berkshire Hathaway, “fewer than 1,000 shares trade a day.”

However, some believe that bank-stock prices tend to react favorably to the news of a stock split or a stock dividend. SNL Securities (later renamed SNL Financial), a firm that monitors the banking industry, published an article (Winslow, 1994) that supports the conclusion that something which neither creates nor removes economic value—a stock split or dividend—does, frequently, push stock prices higher. Specifically, they found that over intervals of five and 20 trading days, stock returns for banks which did either a stock split or a stock dividend exceeded the stock returns for the entire banking industry. They believe that their research shows that “financial markets are, indeed, imperfect.” Some argue that market imperfections are more common in the markets handling community bank stocks because of fewer transactions and less coverage by analysts.

It is worth recalling one example when a stock split inadvertently resulted in an eventual reduction in a bank’s retained earnings. The bank implemented a 2:1 stock split. Some time after the split, the board noticed that the level of retained earnings was not growing as quickly as before the split. We found that the bank had forgotten to reduce its dividend by a factor of two at the time of the split. So each shareholder received another 100 shares for each 100
shares owned, and the DPS was inadvertently left the same. The result was that each shareholder’s aggregate dividend doubled when the stock split. This simple mistake underscores the importance of requiring at least one “financial expert” to sit on the audit committee of the board of directors, as required by Section 407 of the Sarbanes-Oxley Act.

Grow the dividend faster than earnings

Generally, a bank can either put excess capital to work or give it back to shareholders. There are several ways to put capital back into the hands of shareholders. One is by paying dividends at payout ratios exceeding 100 percent. In Exhibit 13 the bottom line shows a $1 per share dividend growing at 10 percent per year. If EPS are also $1 and growing at 10 percent, then the growth in dividends are supported by earnings growth. If, however, the dividend growth follows the top line, then a portion of the dividends paid would come from retained earnings, reducing the excess capital on the balance sheet. Notice that at some point the dividend paid would diverge from the 10 percent growth line, meaning that payout is above 100 percent. In Exhibit 13, we show this occurring in 2009. Then, at a later date (in 2017 for this example), the dividend paid would converge to the 10 percent growth line. The “bulge” shown above the bottom line represents excess capital—namely, capital that is paid as a dividend that exceeds earnings growth. The duration and degree of divergence from the 10 percent growth line determine how much retained earnings are used to supplement the regular dividend growth. In the case of Highlander Bank, it could pay out excess capital in the form of dividends for many years.

The stock market reacts to information, both positive and negative news. Thus, a bank should consider the informational content of dividend announcements. Generally, shareholders like to hear about dividend increases, and prefer not to hear about dividend cuts. Although the dividends paid are different for both paths followed in Exhibit 13, the news can be similar. For both lines, the dividend is increasing. Mathematically, dividend increases are at a constant rate along the bottom line. For the top line, the dividend growth accelerates at the point of separation; later, the dividend growth decelerates in order to merge with the constant dividend path. Importantly, despite the different path, the dividend is increasing each year along the top line, so the bank never has to announce a dividend reduction. The potential risk is that the market will eventually price a dividend slowdown into the stock price. However, once the dividend growth resumes its constant growth pattern, the stock valuation should be independent of the dividend history, as valuations are forward-looking.

Pay a special dividend

For a bank such as Highlander Bank that might elect to shed a large block of excess capital, one option to consider is to pay a special dividend to “shift” the bank down to the target level of capitalization. A special dividend is a quick way to take the bank to an efficient level of capital. In Exhibit 14, we show two paths to a more efficient capital level. For this example, we assume the bank’s E/A ratio is above 11 percent, and it wants to target eight percent. To follow the more gradual path down to eight percent, the bank has to continually grow the balance sheet.
faster than its sustainable growth rate for a sustained period shown as the interval from time $t_1$ to $t_n$ in the exhibit. Growing faster than the SGR does not reduce retained earnings, but it does reduce the E/A ratio. In time, this will drop the ratio down to the target. Alternatively, with a special dividend, management can pay out a lump sum to immediately shift the bank down to its capital target. (However, dividend payments—including special dividends—must be paid from retained earnings and not paid-in capital.) Exhibit 14 illustrates that a special dividend enables a bank to shift to its capital target much more quickly, in fact instantaneously. Once the bank reaches its target, it must then grow assets at its SGR in order to maintain the desired E/A ratio.

**Exhibit 14: Reducing Leverage with a Special Dividend**

When planning for a sizable special dividend, management needs to decide what assets will be used to make the dividend payment to shareholders. If earning assets are converted to cash, there will be a reduction in earnings. For example, if Treasury securities are liquidated, this will have a smaller impact to earnings than a liquidation of loans. Moreover, the special dividend needs to be done in conjunction with liquidity management, because the bank does not want to deplete its liquidity sources. While the bank’s balance sheet will be smaller after the special dividend, its deposit base will be the same size and liquidity needs similar.

**Do a stock buyback**

In corporate finance textbooks, discussion on stock buybacks and repurchases is typically presented in the chapter on dividend policy. For example, excellent treatment of the topic can be found in Chapter 15 of *Corporate Finance* by Smart, Megginson and Gitman (2007). There are two ways to return capital to shareholders—through a dividend or a stock buyback. If the tax rate on capital gains is the same as the rate paid on dividends, then investors should be essentially indifferent between being paid a dividend and selling their shares. However, when taxes on dividends are higher than the capital gains tax, investors should prefer a stock buyback. Yet, to explain why firms continue to pay healthy dividends, Smart et al. (p. 548) explain, “[that] dividends exist to overcome unchanging human problems with trust, communication, and commitment. As a mutually-owned institution, Highlander Bank’s board did not have to deal with dividend and buyback decisions, as there were no shares outstanding. Once the conversion to stock-owned was complete, both of these capital-related issues were on the agenda for discussion.

The management and board at Highlander Bank are considering a large stock buyback as a way to reduce its excess capital. In fact, prior to our visit, they obtained authorization to repurchase up to 20 percent of its shares. They looked to us to provide some guidance on this decision. Certainly, anytime a bank finds itself with significant excess capital, a stock buyback should be considered. In the next section, we analyze the impact from a stock buyback.

**Analysis of A Stock Buyback: The Impact To Bvps And Eps**

In order to shift Highlander Bank from extremely over capitalized to a more leveraged equity-to-assets level, the bank will either need to return a lot of capital to shareholders or find a way to leverage the bank significantly. Holding excess capital for a long period of time has a growing opportunity cost. Moreover, management believes that unless it can produce a satisfactory return on the capital, shareholder dissatisfaction is likely to emerge. Generally, when management attempts to maximize shareholder returns, this implies that it will make intelligent capital allocation decisions. We are taught in finance classes that firms use net present value
(NPV) and internal rate of return (IRR) to ensure that they meet the firm’s cost of capital. However, we have not seen a community bank utilize these analytical tools. Instead, they tend to focus on budgeted growth and accounting-based return on equity goals. Financial managers, regardless of how they allocate capital to internal projects, should assume that shareholders are able to reinvest capital that is returned to them into other worthwhile investments. Thus, it does shareholders no favor to retain capital indefinitely when a use is not evident.

If a firm does a share repurchase, what does it hope to accomplish? Bank managers tend to focus on book value per share (BVPS) and earnings per share (EPS) as important ratios, so the goal is to improve these ratios. Although valuation tends to hinge far more on a bank’s EPS, some community bank managers track their BVPS just as closely. In Exhibit 15 we show how the bank’s BVPS depends on two variables: (1) the buyback price and (2) the percent of shares repurchased. The bank board at Highlander Bank approved a buyback of up to 20 percent of the outstanding shares as a first step. The assumptions box shows that 22,924,215 shares are outstanding and the equity on the balance sheet is $282,672,450. The original BVPS is simply the ratio of those two numbers. To find the resultant BVPS after the repurchase, the numerator is reduced by the cost of the shares repurchased. The formula is the product of the percent repurchased times the total shares outstanding times the price paid per share. Not all of the shares would have to be repurchased at the same time or price, so the buyback price can be thought of as the average price paid. Likewise, the denominator would be reduced by the number of shares purchased, which is found by subtracting the shares repurchased from the original shares outstanding.

From a BVPS standpoint, if repurchases are done at a price equal to the original BVPS, then the impact is neutral. If the repurchase price paid is less than the BVPS, then the impact is accretive to BVPS, meaning that the value increases. Conversely, if the repurchase price paid is more than the BVPS, then the impact is dilutive to BVPS, meaning that the value decreases. The shading in Exhibit 15 highlights when the buyback is dilutive to BVPS. Every cell that is not shaded is a combination of buyback price and percent buyback that is accretive, while the shaded cells are combinations that are dilutive to BVPS. The changes shown to BVPS in Exhibit 15 aren’t too significant. We find the most accretive value to be $12.913, based on a repurchase price of $10/share and the full 20 percent of shares repurchased. At the other extreme, we find the most dilutive value to be $11.663, based on a repurchase price of $15/share and, again, the full 20 percent of shares repurchased. From a financial management decision-making perspective, the changes to BVPS are modest.

**Exhibit 15: Analysis of Impact to Book Value per Share**

<table>
<thead>
<tr>
<th>Assumptions:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equity $282,672,450</td>
</tr>
<tr>
<td>Shares Outstanding 22,924,215</td>
</tr>
<tr>
<td>BVPS $12.331</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BVPS ($) as a Function of Percent Buyback and Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buyback Price ($)</td>
</tr>
<tr>
<td>------------------</td>
</tr>
</tbody>
</table>

A stock analyst is more interested in changes to a bank’s EPS than BVPS. The value of a firm is the discounted value of expected future dividends, and sustainable future dividend growth is a result of
future earnings growth. As EPS increase, DPS can increase as well. A shareholder’s total return from his investment is derived from dividends paid plus capital appreciation on the stock. However, capital appreciation is a result of a firm’s ability to pay a growing stream of dividends. This is accomplished by growing the firm’s EPS. The impact to EPS from a stock buyback is not as clear-cut as finding the impact to BVPS. The impact to EPS critically depends on how much earnings are lost when assets are liquidated and cash is paid out to purchase the shares. Keep in mind the accounting identity: assets = liabilities + equity. As equity is reduced through the buyback, assets are reduced dollar for dollar. In fact, the buyback has immediate and, for a bank, significant impact to the equity-to-assets ratio, which we will look at later. If a bank believes it is adequately leveraged and wants to maintain its E/A ratio post buyback, then it needs to reduce its assets as a multiple of the equity reduction. For instance, if a bank desires to maintain an E/A ratio of 10 percent, a $10 million buyback means the bank must reduce assets by 10 times that amount or $100 million. A buyback of $10 million will immediately reduce assets by $10 million, meaning that the bank would need to reduce assets by another $90 million, along with the funding liabilities. The reduction in liabilities would impact earnings favorably, with the amount of the gain depending on the cost of funds.

Highlander Bank is under-leveraged and is looking to reduce its excess capital, so it hopes to see a decline in its E/A ratio. When an under-leveraged firm does a buyback, the reduction in assets is equal to the reduction in equity. In Exhibit 16 we show the impact from a $40 million buyback assuming that the bank does not deleverage the balance sheet after the stock repurchase. The exhibit shows the EPS for different combinations of buyback price and marginal yield on earning assets (YEA). To project the impact, the challenge for management is to estimate the earnings power of the assets that would be lost from the balance sheet. We show the bank’s YEA of 5.74 percent. This is an average. Some of the earning assets are higher-yielding; some are lower-yielding. You’d expect management to use low-yielding assets to pay for the buyback in order to minimize the impact to net income. However, the bank does not want to deplete its liquidity as a result of the buyback, and low-yielding assets tend to be more liquid. Immediately after the buyback, the bank will be facing the same level of deposit volatility and loan demand, so maintaining a stable level of liquidity is important.

Exhibit 16: Analysis of Impact to Earnings per Share (No Deleveraging)

---

2 When the E/A ratio falls, a bank becomes more leveraged. The term “deleverage” means to sell assets or raise more equity in order to push the bank’s E/A ratio back up to its original level. When a bank does a stock buyback, its E/A ratio falls and the bank becomes more leveraged. If the bank subsequently sells assets, this will reverse the reduction in the E/A ratio. If enough assets are sold, this can totally offset the reduction to the E/A ratio attributable to the buyback.
The opposite corners of Exhibit 16 show the best- and worst-case scenarios. If the buyback is at $10/share and the assets used are paying zero percent interest (for example, a cash account paying no interest), then the buyback is accretive as EPS jump from $0.0974 to $0.1180. Moving to the opposite corner of the matrix, if the buyback is at $15/share and the assets used are paying nine percent interest (which is well above the bank’s current YEA), then the buyback is dilutive, as EPS fall from $0.0974 to $0.089. The shading in Exhibit 16 highlights when the buyback is dilutive to earnings. Every cell that is not shaded is a combination of buyback price and yield that is accretive to EPS, while the shaded cells are combinations that are dilutive. To forecast the impact from the buyback, the bank’s finance department would need to earmark the assets that would be liquidated to cash for the transaction and determine their yields. As for the average price of the buyback, this will be market-driven and will depend on how the market responds during the buyback and what price the bank is willing to pay for shares. The reduction to earnings (the numerator of EPS) is calculated as the assets used to repurchase shares times the marginal YEA times one minus the marginal tax rate. This reduction is multiplied by 0.25 to convert it to a quarterly basis. The reduction to the shares outstanding (the denominator of EPS) is calculated as the buyback amount—$40 million for our illustration—divided by the buyback price.

One of the tenets of financial operation of a bank is that high leverage is generally a prerequisite for generating a strong ROE. Consequently, if a bank is fully-leveraged and does not have excess capital, and desires to maintain its E/A ratio, then a stock buyback is much more likely to be dilutive to EPS. The reason is that the bank loses assets quickly as a result of a buyback. To find the amount of assets lost, multiply the buyback amount by the bank’s equity multiplier (EM). Earlier we gave an example of a $10 million buyback for a bank with an EM of 10x. Suppose that Highlander Bank wanted to do a $40 million buyback and maintain an E/A ratio of 8 percent. (Obviously, this is a contrived example because Highlander Bank’s equity ratio is over 20 percent.) An E/A ratio of 8 percent means that the EM is 12.5x (the inverse of the equity ratio). So the bank’s assets would be reduced by $40 million times 12.5 or $500 million. In contrast, a bank that has excess capital and does not need to deleverage the bank after the buyback would see its assets fall by just $40 million.

Exhibit 17 shows the EPS impact to the fully-leveraged bank, using the same variables as in Exhibit 16. Compared to Exhibit 16, there are fewer nonshaded cells meaning that fewer scenarios are accretive to EPS. One way to ensure an accretive buyback for the leveraged bank is to fund the buyback from assets that are in cash paying zero percent interest. In this case, the explicit opportunity cost of the cash is zero, so it makes sense to use the cash in a buyback. Of course, this would depend on whether the bank has sufficient cash to fund the buyback and whether the post buyback liquidity position would be sufficient to meet the bank’s obligations. Seeing all shaded cells in the four percent marginal YEA column might seem curious. Suppose the bank does a $40 million buyback at $10/share and four percent yield. The bank would lose $500 million in assets (after deleveraging) yielding four percent. After taxes, this translates into $461,340 in lost earnings (on a quarterly basis); so earnings would fall by 20.7 percent. As for the share reduction, $40 million would purchase four million shares (at $10/share), so the outstanding shares would decrease by 17.4 percent. The resulting EPS would be $0.0936 or 3.9 percent less than before the buyback. For the under-leveraged bank, the reduction in earnings from a $40 million buyback is just $264,000 (again, assuming a four percent YEA). The share reduction is identical for the fully-leveraged and under-leveraged banks, while the fully-leveraged bank’s net income reduction is 1.75x the amount lost by the under-leveraged bank.
When a bank decides to do a stock buyback, but then deleverage the bank to return to the initial E/A ratio, we have shown that this results in a much larger reduction of assets. As mentioned earlier, when the additional assets are eliminated, this requires the bank to also reduce liabilities. In order to project the impact to earnings, an assumption about the cost of funding (COF) is needed. For simplicity, we assumed in the analysis shown in Exhibit 17 that the COF on liabilities removed from the balance sheet is the same as the bank’s current COF of 3.74 percent. However, the COF assumption could be varied by management to examine the impact more thoroughly. Just as it makes sense to reduce the bank’s lowest-yielding assets, it likewise makes sense to reduce the bank’s highest-costing liabilities. The EPS adjustment requires a similar calculation as described earlier, with one modification. The analyst needs to adjust earnings (the numerator of EPS) for the reduction in interest expense. This is calculated as the reduction in liabilities times the cost of funds for those liabilities times one minus the marginal tax rate. Again, this reduction is multiplied by 0.25 to convert it to a quarterly basis.

At the beginning of this section, we asked the question, “What does [a firm] hope to accomplish from a stock buyback?” The management of a bank with excess capital might use a stock repurchase as a way to shift the bank to a more highly-leveraged position (i.e., a lower E/A ratio). In order to arrive at the appropriate size of the repurchase, the board needs to find a consensus as to the optimal capital structure for the bank. Few community banks do rigorous analysis to arrive at a target. Proactive banks will want to push the E/A ratio down as far as possible in order to yield a high EM. This requires a thorough risk analysis and documentation to justify the bank’s capital ratio. When a bank approaches regulatory limits for its capital ratios, it needs to demonstrate its quantitative and qualitative rationale for why a lean capital structure is sufficient vis-à-vis the bank’s overall risk profile. With the introduction of Basel II capital requirements—which do not directly pertain to community banks—there are changes to the ways regulators view capital management. Basel II and the subprime debt debacle will probably launch a new paradigm for managing bank capital for all banks, regardless of size. Earlier, we used an equity ratio of eight percent. For this case study, we will assume that this target is compatible with Highlander Bank’s credit, interest-rate and operational risk profiles.

When a firm’s board authorizes a share repurchase, often it will give limits on the number of shares. In the case of Highlander Bank, the initial decision was to allow for repurchase up to 20 percent of outstanding shares. When the bank steps in to purchase shares, the buying will put upward pressure on the price. Exhibit 18 shows the impact to the bank’s E/A ratio as a function of two variables—the average share price paid by the bank for the purchased shares and the percentage of shares.
The shares acquired through a stock buyback program can eventually be used as “currency” if the bank decides to acquire another bank. Often, merger and acquisition (M&A) deals are done with a combination of cash and stock. If Highlander Bank plans M&A activity, the stock buyback will help management lower the bank’s E/A ratio plus provide shares for future deals. Highlander Bank’s board thought that a 20 percent buyback would reduce excess capital more significantly. If more reductions in the bank’s excess capital is the goal, then a larger scale buyback should be considered. Exhibits 19 and 20 show the impact to the E/A ratio and the equity multiplier, respectively, from buybacks ranging from five percent to 50 percent. The two exhibits tell the same story, as the equity multiplier is simply the inverse of the equity ratio. Incredibly, even with a 50 percent buyback, the bank won’t achieve an eight percent E/A ratio, unless the repurchase price exceeds $15/share.

Exhibit 18: Analysis of Impact to Equity-to-Assets Ratio of Buyback

<table>
<thead>
<tr>
<th>Assumptions:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equity</td>
</tr>
<tr>
<td>Shares Outstanding</td>
</tr>
<tr>
<td>Assets</td>
</tr>
<tr>
<td>E/A Ratio</td>
</tr>
</tbody>
</table>

Exhibit 19: Analysis of Impact to E/A Ratio from a Larger-Scale Buyback

<table>
<thead>
<tr>
<th>Assumptions:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equity</td>
</tr>
<tr>
<td>Shares Outstanding</td>
</tr>
<tr>
<td>Assets</td>
</tr>
<tr>
<td>E/A Ratio</td>
</tr>
</tbody>
</table>
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The analysis shows that the bank needs to conduct a massive stock buyback if it intends to reduce excess capital significantly in the short term. To put the buyback into perspective, a 50 percent repurchase at $12/share equates to $137,545,290. This size of buyback would certainly push the price higher on Highlander Bank’s shares, but by how much? That depends on the price elasticity of the supply curve for the bank’s shares. The IPO price was $10/share, so $12 would give shareholders a quick 20 percent return, during a period when other bank stocks yielded losses. If a 50 percent buyback were done, the bank’s BVPS would be far more sensitive to the average purchase price. We estimate that the resultant BVPS would be $9.66 (down from $12.33) if the average price paid on a 50 percent buyback were $15/share. If the average price were $14, then the BVPS would drop to $10.66. As for EPS, the accretive/dilutive line shown in Exhibit 16 would remain the same. The difference that would be seen is the magnitude of EPS changes. There are many managerial issues that would need to be addressed if a larger buyback were considered, such as:

1. Could the bank liquidate enough low-yielding assets to produce sufficient funds for the buyback?

2. Would the bank’s liquidity position be satisfactory after a massive buyback?

3. The bank’s borrowing/assets ratio would spike—would the bank violate a lending limit?

It is unlikely that the bank will solve its capital management issues overnight. Highlander Bank is a perfect example of a bank that should create a detailed capital plan as part of its overall strategic plan. Part of the plan needs to outline management’s plans for managing shareholders’ expectations for the bank. The board knows that shareholders could become restless with the bank holding so much capital, so they need to explain how the bank’s capital will be utilized over the next five to ten years. Each time there is a “capital event,” such as an increase to the dividend, a special dividend, or a stock buyback, this is an opportunity for management to communicate to shareholders. The underlying message from management to shareholders is that steps are being taken to maximize shareholder wealth.

**Stock Performance: Fundamental Versus Speculative Return**

Management and the board are interested in a fair method for evaluating the performance of Highlander Bank’s stock. In Part I of the case study we did a thorough stock performance assessment of Lowlander Bank that included a stock valuation. Assessing Highlander Bank’s stock is more challenging because it has been in existence for such a brief period; there is no five-year look-back period. When we valued Lowlander Bank, we estimated its beta using five years of stock returns. Without a
reasonable time series of stock returns, calculating beta is difficult if not meaningless. If a discount factor were needed for valuing Highlander Bank, it would make more sense to use an average of similar banks’ betas. Moreover, we used a dividend yield multiple to derive a value proxy for Lowlander Bank. Highlander Bank has no dividend history, so an alternate value metric is needed. If the bank needs to value its shares, probably the best methods to use are the price-to-book ratio and the franchise-premium-to-core-deposit (FPCD) ratio, which were introduced in Part I of the case study. The bank’s small portion of deposit funding would hurt its FPCD ratio-based valuation. Although that wouldn’t directly hurt its P/B ratio-based valuation, an analyst might adjust a P/B-based valuation because of the bank’s less desirable funding mix.

There is often a good deal of speculation surrounding IPOs. Investors like to buy shares with the intent of “flipping” them for a quick profit. There have been many stories in the popular press about investors looking for ways to participate in IPOs of mutual banks when they convert. In some cases, bank boards have taken measures to preclude out-of-town people from making deposits into their bank with the intent of making a fast buck from the bank’s anticipated conversion. Highlander Bank realizes that speculation and investor psychology could be as much a factor in its stock performance as the fundamentals. The management team and the board read recent research that we did on the difference between fundamental and speculative returns and they wanted to learn more. The following are two illustrations of how to look at a bank’s returns from a fundamental and speculative perspective. For the “real-world” illustration, we chose an example that predates the subprime debacle.

Fundamental vs. Speculative Return: A Simple Illustration

In addition to budgeting and tracking earnings performance, boards can also “budget” and track their stock performance. Jack Bogle provides insight into how to explain a divergence between earnings growth and stock performance when a stock does not meet budget. Mr. Bogle, well known for starting the mutual fund company named The Vanguard Group, divides investment returns into “fundamental returns” and “speculative returns” (see p. 129 in Ellis, 2002). The fundamental return is the growth in earnings plus the current dividend yield. The speculative return is based on the change in a stock’s price-to-earnings (P/E) ratio. Total return on a stock is the change in its price (capital appreciation or depreciation) plus the dividend yield. Using Bogle’s insight, we can break the price change into two parts: the change to EPS and the change to the P/E ratio.

Exhibit 21 provides the numbers needed to make a simple comparison between fundamental versus speculative return. An investor will likely assess the return of his investment by the capital appreciation and the dividend paid, which is the total return. The sum of these two components includes the fundamental and speculative returns, as defined by Bogle. For scenarios one and two, the stock prices, EPS and dividend (paid in period one) are shown. Using these figures, we can calculate the fundamental return (growth in EPS plus dividend yield) and the speculative return (the change in the P/E ratio). For both scenarios, the total return is 10.0 percent.

Which scenario would the typical investor prefer? Arguably, he would be indifferent, because both provide a total return of 10 percent. However, when you dig deeper into the numbers, you find that the return for scenario one is mostly a result of a strengthening P/E multiple. What we don’t show is whether the sector’s P/E multiple also increased, or is the P/E gain company-specific? If the P/E gain is company specific, perhaps it is sustainable. Yet, scenario two reflects a meaningful 6.67 percent increase in EPS not seen in scenario one. This is evidence that the firm has become more profitable, and should be capable of sustaining a larger dividend in the future. The fundamental return calculation separates the EPS gain from the P/E ratio change. Jack Bogle’s approach to stock performance evaluation favors the fundamental return over the speculative return, so he would prefer scenario two.
Exhibit 21: Fundamental vs. Speculative Return

<table>
<thead>
<tr>
<th></th>
<th>Scenario 1</th>
<th>Scenario 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_0$</td>
<td>$15.00</td>
<td>$15.00</td>
</tr>
<tr>
<td>$P_1$</td>
<td>$16.00</td>
<td>$16.00</td>
</tr>
<tr>
<td>EPS$_0$</td>
<td>$1.000</td>
<td>$1.000</td>
</tr>
<tr>
<td>EPS$_1$</td>
<td>$1.000</td>
<td>$1.067</td>
</tr>
<tr>
<td>DPS$_1$</td>
<td>$0.50</td>
<td>$0.50</td>
</tr>
<tr>
<td>($P/E)_0</td>
<td>15.0x</td>
<td>15.0x</td>
</tr>
<tr>
<td>($P/E)$_1</td>
<td>16.0x</td>
<td>15.0x</td>
</tr>
<tr>
<td>Fundamental Return</td>
<td>3.3%</td>
<td>10.0%</td>
</tr>
<tr>
<td>Speculative Return</td>
<td>6.7%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Total Return</td>
<td>10.0%</td>
<td>10.0%</td>
</tr>
</tbody>
</table>

Fundamental vs. Speculative Return: A Real-Life Illustration

After a rocky first half of the year that saw its stock tumble more than 10 percent (see Exhibit 22), Chittenden Corporation gave investors a pleasant surprise by year-end 2006. The bank, which has since been bought by another bank, is located in Vermont with assets around $6.4 billion. Although net income was up just 4.2 percent for 2006, the stock rebounded and produced a total return of 13.2 percent. If Chittenden’s board of directors budgeted for a 4.2 percent growth in net income in 2006, it’s unlikely that they expected a total return three times that amount. However, there are instances when investment returns and earnings performance diverge substantially. Should a bank CEO be judged on how well the stock performs or on earnings growth?

Exhibit 22: Stock Performance for Chittenden Corporation in 2006

Traditionally, banks spend a lot of time creating a budget for the upcoming year. This helps them control expenses and to project revenues and earnings. If budgeting does not produce a feasible plan to grow EPS in line with the board’s expectations, then management needs to make some tough and/or creative decisions in order to close the gap. One step taken by Chittenden in 2006 was to repurchase 1.8 million shares of outstanding stock. A management team might assume that the bank’s share price will reflect its successes at growing earnings; yet, there is not always a perfect correlation between earnings and share price. If, for example, a bank’s earnings rose by 10 percent last year, did its stock price rise by 10 percent as you would expect? Also an important question for shareholders: What total return is realized by growing earnings by 10 percent?

In Exhibit 23, key financial data for Chittenden Corporation are shown for 2005 and 2006. The bank increased EPS by 5.1 percent in 2006—an okay year. On the other hand, the bank’s total return (share appreciation plus dividend yield) in 2006 was 13.2 percent—an excellent year. What grade should the board have given the CEO for performance based on 2006 results? Before we answer the question, let’s quantify the fundamental and speculative returns as was done above for the simple example. The increase in EPS (5.1 percent) and the dividend yield (2.8 percent) sum to 7.9 percent to give the fundamental return. Management has a direct hand in achieving higher EPS and setting DPS (dividend per share), so it is fair to grade them on these two return fundamentals. The speculative return in 2006 was the 5.0 percent rise in the bank’s P/E ratio. This made a material contribution to the bank’s total return, but how much credit does management deserve?


<table>
<thead>
<tr>
<th></th>
<th>2005</th>
<th>2006</th>
<th>% Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share Price</td>
<td>$27.81</td>
<td>$30.69</td>
<td>10.4%</td>
</tr>
<tr>
<td>EPS</td>
<td>$1.76</td>
<td>$1.85</td>
<td>5.1%</td>
</tr>
</tbody>
</table>

Source: SNL Financial
Frequently we read stories in the popular press about outrageous CEO compensation. Board members should find it easier to justify a compensation package based on fundamental returns than speculative returns. To fairly grade the CEO for 2006, the board should compare the fundamental return of 7.9 percent to a pre-established guideline for returns that can be agreed to and documented in the strategic plan. If the speculative return is lumped into the overall evaluation, this could lead to “grade inflation” or “grade deflation” and, arguably, too much credit or blame assigned to the CEO.

Chittenden Corporation makes an interesting illustration of fundamental versus speculative returns because of what happened in the prior year, 2005. The total return for the stock in 2005 was negative 0.7 percent. If this were all you knew as a board member, you might want to reduce the CEO’s compensation or even fire him because of the poor return. However, as the data show in Exhibit 24, the bank had a marvelous year, based on fundamentals. The bank’s EPS were up 11.4 percent and the dividend yield was 2.5 percent, producing a fundamental return of 13.9 percent in 2005. This is well ahead of the 7.9 percent fundamental return that was achieved in 2006. The reason that the total return for 2005 was negative is because the speculative return—namely, the change in the P/E ratio—was negative 13.1 percent.

In order to evaluate the performance of their banks using a fair benchmark, boards will commonly make comparisons to peer groups of banks of similar size, location and/or business model. This makes some sense because changes to P/E ratios tend to affect the entire sector to a similar extent. Nevertheless, it is impossible to forecast or budget how P/E multiples will change year to year. Moreover, a bank’s P/E multiple can vary from industry factors and/or bank-specific factors. For instance, if the banking sector looks poised to increase future earnings growth, P/E multiples will likely rise as this expectation is priced into the market. At the bank level, earnings prospects can improve and that will help the bank’s individual P/E ratio. Also, any success at lowering the bank’s risk could be interpreted favorably by the market and rewarded with a higher P/E ratio. Unlike earnings growth and dividends, management’s direct influence on the bank’s P/E ratio is uncertain. Therefore, a board might want to differentiate between fundamental and speculative return when grading the CEO’s performance.

**Exhibit 24: Financial Data for Chittenden for 2004 and 2005**

<table>
<thead>
<tr>
<th></th>
<th>2004</th>
<th>2005</th>
<th>% Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share Price</td>
<td>$28.73</td>
<td>$27.81</td>
<td>-3.2%</td>
</tr>
<tr>
<td>EPS</td>
<td>$1.58</td>
<td>$1.76</td>
<td>11.4%</td>
</tr>
<tr>
<td>DPS</td>
<td>$0.70</td>
<td>$0.72</td>
<td>2.9%</td>
</tr>
<tr>
<td>Dividend Yield</td>
<td>2.1%</td>
<td>2.5%</td>
<td>20.4%</td>
</tr>
<tr>
<td>P/E Ratio</td>
<td>18.2x</td>
<td>15.8x</td>
<td>-13.1%</td>
</tr>
</tbody>
</table>

Sources: Chittenden Corporation’s 10-K; Yahoo! Finance

**Applying Fundamental and Speculative Return Concepts to Highlander Bank**

To see how the principles of fundamental versus speculative return can be applied to Highlander Bank, assume that the bank’s price jumped from its IPO price of $10 per share to $12 per share in the first year. There were no dividends paid, so the total return was 20 percent. During the year, EPS rose by 30 percent. In the last section, we defined fundamental return as the combination of EPS growth and dividend yield. Therefore, because there were no dividends paid, the fundamental return is equal to the EPS growth, or 30 percent. The P/E ratio at the time of the IPO was 30.1x. One year later it was 27.8x, for a speculative return of -7.6 percent. Thus, the total return.
return for the first year after the IPO is 20 percent, the fundamental return is 30 percent and the speculative return is -7.6 percent. Which return figure is more meaningful when evaluating a bank’s progress? The answer to this question might be different when evaluating a bank that has just done an IPO.

Specifically, for a mutual-to-stock conversion, how do you interpret the speculative and fundamental returns in the early years, particularly the first year? Is either return figure a meaningful measure of performance? The 20 percent price gain is a product of the fundamental return \((1+0.30)\) and the speculative return \((1-0.076)\). It is likely that the lofty P/E ratio is partly a result of investor speculation regarding how management will employ the capital to grow profitability. The value that investors place on the shares today reflects their consensus about future profitability, specifically the increases to EPS. Inherent in the consensus is an expectation that the bank will eventually pay a growing stream of dividends that are supported by the growth in earnings. Exhibit 25 shows that the bank’s P/E ratio (top line) immediately exceeded the long-running average for thrifts in its peer group. One interpretation is that the market expects Highlander Bank to grow earnings more quickly than other thrifts of comparable size. Given the massive pool of capital that the bank has, this is likely a good assumption. But should this speculation factor into the assessment of the stock performance for the latest year? Arguably, it should not.

**Exhibit 25: P/E Ratio for the Sector and Highlander Bank**

As for the fundamental return, any board would be delighted with a 30 percent return. But keep in mind that Highlander Bank’s IPO raised roughly $200 million in capital, so an immediate earnings boost is not a surprise. In fact, the question has to be asked whether the earnings increase was as large as it should have been given the jump in assets. Keep in mind from the accounting identity that the bank’s asset base expanded as the equity account increased. The growth in assets should be dollar for dollar along with the growth in equity; however, some of the equity was a shift in funds from deposits into the equity account. Thus, the net asset base increase was equal to the new funds that flowed into the bank as a result of the IPO.

**Setting Dividend Policy And Eps/Dps Targets**

Usually, when a firm does an IPO, it needs to raise capital for growth purposes. Highlander Bank’s mutual-to-stock conversion raised a tremendous amount of equity—more than it needed. Prior to the conversion, the bank’s E/A ratio was below eight percent and falling. Exhibit 26 shows the compound annualized growth rate (CAGR) of the bank’s loans and deposits over the 10-year period prior to the conversion. During the same period, the bank’s average ROE was well below its loan growth. Because the bank was paying no dividends, the sustainable growth rate was equal to the bank’s ROE. This meant that the bank’s equity growth was slower than asset growth, which explains the falling E/A ratio. If the bank forecasted loan growth to continue at the 10-year rate, then raising capital was a good idea; but the actual amount raised through the IPO was excessive. It’s incumbent on bank boards to create a capital management plan. Otherwise, they run the risk of having too much or too little capital.

**Exhibit 26: 10-Year Loan and Deposit Growth Rates**

<table>
<thead>
<tr>
<th></th>
<th>CAGR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loan Growth</td>
<td>9.6%</td>
</tr>
<tr>
<td>Deposit Growth</td>
<td>8.0%</td>
</tr>
</tbody>
</table>
Sources: SNL Financial; Regulatory Financials

As the bank looks to the future, management should set a target return for shareholders. This will help it formulate a budget for EPS and DPS. Suppose management sets a goal of 10 percent rate of return for the next 10 years, composed of share appreciation and dividend yield. Typical returns might be eight percent share appreciation from EPS growth and two percent from dividend yield. By using the dividend discount model and the IPO price of $10/share, we can create a dividend schedule for the next 10 years. Below we show the DDM that was introduced in Part I of the case study, substituting $10 for \( V_0 \), 10 percent for \( k \) and eight percent for \( g \). The numerator of the DDM, \( D_0 \times (1 + g) \), represents \( D_1 \), the dividend paid in the first year after the IPO. Solving for that value gives $0.20 as the first year’s dividend, with eight percent growth each year in the future.

\[
\$10 = \frac{D_0 \times (1 + 0.08)}{0.10 - 0.08}
\]

\[ D_1 = \$0.20 \]

Based on the assumptions above, Exhibit 27 provides DPS and EPS targets for Highlander Bank. Management and the board can change the assumptions. For example, the model above shows a 10 percent rate of return, with eight percent share appreciation and a two percent dividend yield. Bank stocks provide an equity investment with lower-than-average risk. Therefore, a target return of eight to nine percent could be justified. With the schedule shown in Exhibit 27, the bank is paying out about 50 percent of earnings. If this schedule were adopted, then the bank’s strategic plan would need to outline how the bank will grow its EPS by eight percent each year.

The DDM can be further used to project the bank’s price in 10 years. Based on the model, the value would be year 10’s dividend times one plus the growth rate \((1+g)\) divided by the difference between the return and the growth rate \((k–g)\), or $21.59. Whether or not this price becomes reality depends not just on the dividend paid. The market would have to reflect a consensus about the expected rate of return continuing at 10 percent and the growth rate in dividends continuing at eight percent. This consensus will depend on the market’s expectations for the bank’s future earnings. Specifically: Can management continue to grow EPS at eight percent to support the eight percent growth in dividends? This will be the key question.

Exhibit 27: DPS and EPS Targets

<table>
<thead>
<tr>
<th>Year</th>
<th>DPS</th>
<th>EPS</th>
<th>Payout</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$0.200</td>
<td>$0.39</td>
<td>51%</td>
</tr>
<tr>
<td>2</td>
<td>$0.216</td>
<td>$0.42</td>
<td>51%</td>
</tr>
<tr>
<td>3</td>
<td>$0.233</td>
<td>$0.45</td>
<td>51%</td>
</tr>
<tr>
<td>4</td>
<td>$0.252</td>
<td>$0.49</td>
<td>51%</td>
</tr>
<tr>
<td>5</td>
<td>$0.272</td>
<td>$0.53</td>
<td>51%</td>
</tr>
<tr>
<td>6</td>
<td>$0.294</td>
<td>$0.57</td>
<td>51%</td>
</tr>
<tr>
<td>7</td>
<td>$0.317</td>
<td>$0.62</td>
<td>51%</td>
</tr>
<tr>
<td>8</td>
<td>$0.343</td>
<td>$0.67</td>
<td>51%</td>
</tr>
<tr>
<td>9</td>
<td>$0.370</td>
<td>$0.72</td>
<td>51%</td>
</tr>
<tr>
<td>10</td>
<td>$0.400</td>
<td>$0.78</td>
<td>51%</td>
</tr>
</tbody>
</table>

During the next 10 years, changes to the bank’s leverage ratio will depend on asset growth. In order to grow earnings at eight percent per year, the bank can grow assets and improve ROA. Both serve to boost earnings. Suppose, as an illustration, that the entire earnings gain in the first year comes from asset growth. That means that assets would grow by eight percent. The equity growth would be the difference between EPS and DPS (for example, in year one: \$0.39 - \$0.20 = \$0.19\) times the number of shares outstanding (e.g., 22,924,215 in year one), which gives \$4,355,601. This is a 1.5 percent increase relative to the end-of-year equity of \$282,672,000. As long as the bank’s assets are growing faster than equity, the bank’s E/A ratio will trend downward to a more efficient level.

Eventually, the bank’s equity ratio and SGR need to stabilize to produce the growth needed to sustain the growth in EPS and DPS at an optimal capital structure. The growth rate incorporated into the DDM is eight percent. Exhibit 27 shows that the payout ratio is 51 percent. If that continues, then the retention ratio is 49 percent. Earlier, in Part II of the case, we presented the SGR as the product of the
firm’s ROE times the retention ratio (rr). Based on the eight percent growth and 49 percent rr, the implied ROE for Highlander Bank is 16.3 percent. That is the ROE needed when the bank reaches its optimal E/A ratio. At that time, the bank will need to focus on the identity: ROA x equity multiplier = ROE. It will need to determine (1) how profitable can the bank operate, as measured by ROA, and (2) what is the bank’s equity multiplier target, based on the bank’s risk profile and regulatory guidance? Suppose that Highlander Bank decides eight percent E/A is optimal, then the implied ROA is 1.31 percent. Can the bank lift its profitability to that level sometime in the future?

**Summary**

By completing the mutual-to-stock conversion, the board and management at Highlander Bank have altered the mission of the bank. As a mutual, the bank’s goal was to serve depositors, similar to the culture of a credit union. With the conversion, the bank added shareholders to the mix of stakeholders. We know in Corporate America that shareholders can often be the most vocal shareholder group. Going forward, strategic planning should include a target return for shareholders and steps to achieve it. Nevertheless, there is no reason why the other stakeholders (namely, management, employees, customers, and regulators) can’t be equally well-served by a stock organization. Employee and customer satisfaction are ingredients of a successful corporation.

The IPO took the bank from a moderate capital position to being over-capitalized. However, it might be a mistake to act too quickly to reduce capital. In the last section, we laid out a DPS and EPS schedule that could produce a 10 percent long-term return for shareholders. To make it a reality, management will need to pay a consistently growing dividend and, just as importantly, demonstrate that the bank can generate the profitability needed to sustain a growing DPS. The plan calls for an ROE of 16.3 percent in the future. Suppose the bank’s ROA hits a peak of one percent and the board wants to maintain 10 percent capital. Then the ROE will peak at 10 percent. In order to maintain an SGR of eight percent, the bank’s retention ratio will need to increase to 80 percent, dropping the payout ratio to 20 percent (rather than the 51 percent shown above). This would result in an immediate cut in the dividend and a drop in the share price, assuming the market price adjusts as finance theory would predict. If management and the board believe that the goals outlined are unrealistic, then a stock buyback might be considered. By reducing the shares outstanding, the overall level of earnings needed is reduced.

Earlier in the case study, we looked at the impact to EPS and BVPS from a stock buyback. The management of Highlander Bank is seriously considering a buyback as a way to reduce capital. However, before they launch a buyback, it makes sense to create a capital plan. Ultimately, a bank wants to achieve an optimal level of capital, which is sufficient to capitalize asset growth and remains stable in terms of the equity-to-assets ratio. Finance students are taught that firm value does not depend on capital structure. However, in banking this is less certain. As a bank’s leverage increases, its ROE rises. Moreover, banks’ EPS can be increased when they obtain a sizable portion of their funding from low-cost deposits, such as demand deposits and negotiable orders of withdraw accounts (i.e., NOW accounts). Normally, providers of capital are reluctant to invest in companies that depend on too much debt to finance their assets. In the case of banking, deposit insurance offered by the FDIC protects depositors from losses so they show little concern about the amount of financial leverage used by a bank. As Highlander Bank looks to the future, they should consider all the possible methods for utilizing capital discussed in this case study. These have to be weighed against prospects for loan and deposit growth. The overarching goal should be to use the capital to maximize shareholder returns by capitalizing profitable growth. When management makes its decisions about how much capital to invest versus the amount to return to shareholders, it has to assume that shareholders have other profitable investments they can choose. So returning a large chunk of the bank’s capital might make perfect sense.
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INFLUENCING CONSUMER LOYALTY
Jefrey R Woodall, Argosy University and York College of Pennsylvania

Abstract

The purpose of this paper is to provide a literature review of consumer loyalty, including many of the drivers of loyalty, such as satisfaction, trust, and perceived value. Using information from the literature, it will be demonstrated that marketers must change their approach to loyalty in order to manage business results and realize long-term gains.

Introduction

One of the most often used business strategies is the focus on customer loyalty. Many businesses consider it the ‘Holy Grail’ (Henry, 2000). This focus on customer loyalty is thought to drive increased profits, through the reduced cost to sell an existing customer, versus the cost to prospect a new customer. Many authors, including Caruana (2004); Bhatty, Skinkle, and Spaulding (2001); Henry; and Dowling and Uncles (1997), discuss the value that loyal customers are perceived to bring to a business.

Loyal customers are thought to be more likely to repurchase a good or service; recommend a product, brand or marketer; and use positive word-of-mouth advertising. These behaviors are thought to be worth up to 100% increase in profits driven by as little as a 5% increase in customer retention (Reichheld, Markey, & Hopton, 2000).

Bhatty, Skinkle, and Spaulding (2001) published a study which provides more detail on the value of a loyal customer. From the customer’s point of view (they consider themselves loyal), almost 90% said they would shop at their primary store before shopping elsewhere, and 43% said they wouldn’t shop anywhere else. In addition, almost 75% said they would recommend the primary retailers, and that 63% would be likely to forgive mistakes made by the retailer. These statistics point out that loyal customers can be very valuable to a business. For example, marketers need to spend less money on the 43% who said they wouldn’t shop elsewhere, as those shoppers are less likely to switch, and less likely to be influenced by other marketing activities.

Based on the potential identified by this and other studies, marketers have increased their efforts to segment the markets where they participate to target the customers they believe to be loyal. Duffy (1998) believes that the segmentation is necessary in part because of the number of two-income households, and the increase in the number of media outlets to reach their consumers. With the increased number of messages and reduced time to view them, pressure to identify a loyal consumer is growing, but the results are neutral at best.

In a more recent study, customers admit that they are not as loyal as previously thought. (Yin, 2003) More than 50% of the customers surveyed admitted they are not happy with the retailers they frequent, but that they may not have any other choice. However, this second study does provide similar statistics (45%) on the number of customers who are unlikely to switch. Another interesting statistic from the study is that 41% are willing to pay higher prices for better service.

As part of their discussions, both Yin (2003) and Duffy (1988) use the word relationships. They believe it is necessary to build a relationship between the marketer and the customer. They and others write that through that relationship, marketers can begin to increase loyalty with their customers, in part by improving customer satisfaction.
Coyles and Gokey (2002) state that marketers started measuring customer satisfaction in the 1970s. Then in the 1980s, marketers began measuring the number of defecting customers. They investigated the reasons for the defections, and tied them back to a lack of satisfaction with the marketer. In addition, through those studies, marketers also began to realize that not all customers were created equally; some customers are more valuable than others. That realization began the work to target the more valuable customers. In addition, the concept of managing migration of those defecting customers and with existing customers became more prominent. The authors provide an example of the importance of managing migration.

They relate information from a retail bank, where 5% of checking account customers defect, representing about 10% of the bank’s checking accounts. However, 35% of customers reduced their account balance, accounting for a 24% loss and 35% of the customers increased their account balance, representing a 25% increase. This example points out the importance of knowing which customers to target. The authors point out that in their studies this trend was seen in more than two-thirds of the businesses studied across 16 different industries (Coyles & Gokey, 2002).

With the discovery that all customers are not equal, at least from a profit standpoint, companies have had to come to grips with the improbable task of meeting all customers’ expectations and providing superior service to all. Through the 1990s marketers developed the concept of micro-marketing to reach the more profitable segments, improving profitability with those higher value customers. Once the targets are identified, products and services can be tailored appropriately to meet the needs of those segments (Zeithaml, Rust, & Lemon, 2001).

As research identifies profitable customers, and segmentation provides a path to reach them, Bitner, Brown, and Meuter (2000) suggest that another important tactic marketer can use is to delight customers with unexpected pleasant experiences. These experiences are often shared with others (increased word-of-mouth advertising), and increase the customer’s satisfaction with the good or service offered. The authors go further and suggest that if the product is technology related, then the company should work with the consumer to better understand expectations and use the consumer’s inputs to improve the interaction.

Others also have written about the importance marketers place on satisfaction. Durvasula, Lyonski, Mehta, and Tang (2004) write that companies have spent significant amounts of money developing their ability to improve and measure customer satisfaction. However, this focus on satisfaction does not in itself guarantee customer retention. Instead, they write, marketers should focus on factors that will deliver satisfaction, such as increased customer value and a quality experience. Additionally, Rowley and Dawes (2000), write that customers who claim to be satisfied often switch to other marketers, while dissatisfied customers remain loyal. Satisfaction then does not seem to be sufficient to deliver loyal customers.

Liljander and Roos (2002) write that a trusting relationship is an important step for marketers to develop their customers. This trusting relationship can be an indicator of the commitment of the customer toward the marketer. The way that most marketers interact with their customers is through the direct interaction of their employees.

According to Bitner, Brown, and Meuter (2000), customers and consumers interact with marketers millions of times each day. The interaction can range from a self-service gas pump, to an internet search, to a grocery store register operator, to the concierge at a five-star hotel. At each encounter, the marketer has an opportunity
to influence both the current experience and the potential for future encounters.

Oliver (1999) also writes about the importance of understanding the linkage between loyalty and satisfaction. He claims that in some industries, despite loyalty programs, defections can climb to 90%. Therefore, it seems clear that marketers need to change the way they think about loyalty.

In this paper, existing programs designed to build customer loyalty are reviewed. It will be demonstrated that loyalty can be influenced through the development of a trusting relationship between the customer and the marketer. With this relationship in place, marketers can then start to change the way they approach their marketing plans. These changes should help marketers maintain and increase their customer base, improving their market share, and leading to additional short- and long-term revenues and profits.

**Literature Review**

What then is loyalty, and why does it matter? Reichheld (2003) says that loyalty is “the willingness of someone – a customer, an employee, a friend – to make an investment or personal sacrifice in order to strengthen a relationship”(p48). In addition, Reichheld writes that a ‘loyal’ customer may be willing to pay more for a product, if that product is thought to be a good value, and consistently meets the needs of the consumer. This seems consistent with the study mentioned earlier in the paper, printed by Yin (2003), which said that 41% of customers would also be willing to pay more for better service, often touted as an indicator of value. According to Caruana (2004), loyalty may involve more than just value. Loyalty may also be impacted by products, brands or marketers.

Going further, how do customers decide what they will buy? Or said another way, how can you attract customers to a product in order to develop that loyalty? There are a variety of models that address those questions. For example, Morgan (1999) writes that customers can be attracted by the perceived quality and value offered by a brand as compared to other similar brands. According to Morgan, customers claim they are willing to pay more for a higher quality product. However, marketers need to do more than just create value.

Coyles and Gokey (2002) theorize that customers have certain attitudes that drive customer purchases. They believe that customers are emotive, inertial or deliberative. They explain that emotive customers purchase the products they feel are right for them. Because the customers develop an emotional attachment to the brand and do not deliberate over choice, they buy more and are less likely to switch. Inertial customers, while also unlikely to reassess their choices over time, are influenced more by switching costs, than value or the lack of clear choice than by emotion. Deliberative customers represent up to 40% of the customers in an industry. They often reassess their choices based on price or the marketer offering the product and are as likely to switch as not.

Even switchers have been surveyed and categorized. For example, Wangenheim and Bayon (2004) suggest that there are two different types of switchers – referral switchers and other switchers. They offer the distinction as switchers who have been influenced to switch by word-of-mouth or other recommendations by trusted sources (referrals). On the other hand, other switchers are influenced by advertising methods, such as reduced price, direct mail, or in-store display. Bhatty, Skinkle, and Spaulding (2001) also asked customers why they switched businesses and the key reasons include marketers not valuing the customer (30%) and poor attitude of the staff (43%).

Moving back to intent, a model offered by Anand and Sachar (2004) states that customers
buy products based on the image of the overall brand. If customers can aspire to a brand, they are likely to purchase a product from that brand family, even if another marketer offers a product that individually better fits the customer’s image. Further they suggest that customers buy products from multi-brand marketers based in part on their satisfaction with another product made by the same company. A study published by Bhatty, Skinkle and Spaulding (2001) provides additional reasons that people buy a product, or from a specific marketer, and that influence repeat business (referred to by the authors as loyalty).

In the study, 44% rated a positive attitude of the staff as a key attribute. Other key attributes included 39% rating delivery of advertising promises and 31% rated customers being viewed as valuable. Of note, many of the attributes normally thought of as loyalty drivers scored low in the survey. For example, price was only important to 25%, in-store promotion was only important to 10% and loyalty programs were important to 5% of customers.

### Loyalty Programs

With studies reporting that loyalty programs are not important to many customers, why do marketers use them? O’Brien and Jones (1995) write that rewards can be an important way to build loyalty. In a more recent article, Uncles, Dowling, and Hammond (2003) write that loyalty programs were developed for two reasons. First, marketers thought they could increase sales, reduce the purchase cycles, and increase the number of products that customers purchased. Second, marketers hoped that by creating a program to establish a relationship with customers, the customer would be less likely to defect. However, some believe that creating a loyalty program is nothing more than a reaction to competition (Wansink, 2003).

Another benefit touted by business as a reason to implement loyalty programs is the data available on customers – who they are, where they live, what they buy, how often they shop, and how much they spend. Uncles, Dowling, and Hammond (2003) offer opinions on the viability of data made available as a result of the loyalty programs and list five problems companies experience with the data gathered through loyalty programs.

First, there is a significant amount of data gathered about customers. Unfortunately marketers are not prepared to manage the data, and so are unable to analyze the information gathered. Second, few of the programs capture the same data about customers, so it is difficult to build complete picture about a market or marketer. Third, data is often gathered from multiple sources, internal and external, and the data does not always agree. Fourth, data gathered on sales promotions don’t have proper comparison periods to determine whether the promotion was successful. Finally, there is rarely a benchmark to measure the overall effectiveness of the programs.

Even though there are many loyalty programs in use, with more implemented on a regular basis, research suggests that loyalty programs alone do not create long-term profitability or market share increases. Dowling and Uncles (1997) state that the programs should be part of an overall marketing program designed to build a relationship with the customer.

### Satisfaction, Trust and Value

Satisfaction has been a frequent topic of studies on loyalty. According to Wangenheim and Bayon (2004), customer satisfaction is a measure of how well a brand or marketer performs versus the customer’s expectations. So, if the marketer exceeds the customer’s expectations, then Agustin and Singh (2005) suggest that the customer may be delighted with...
the outcome, more satisfied, and more likely to become a loyal customer.

Athanassopoulos, Gounaris, and Stathakopoulos (2001) suggest that customer satisfaction is necessary to compete and survive in today’s business world. They and others also point to the outcomes of satisfaction, such as a high likelihood to maintain the relationship with a current provider, and a low likelihood of switching to another provider.

Service research suggests that satisfaction is not just the responsibility of the marketer. Dabholkar (1996) has written that the customer has responsibility for taking an active role in the delivery and quality of the services they receive. Active customers are more likely to have their customer needs understood and met. However, if the service interaction goes bad, and the customer is not satisfied, the customer may blame themselves for the outcome. Although the customer feels that they played a part in the failure of the service, ultimately, they blame the provider and come away from the experience dissatisfied (Bitner, Faranda, Hubbert, & Zeithaml, 1997).

Additional research suggests that other factors can impact a customer’s satisfaction with a good or service. Perceived value and trust are often mentioned in the literature as factors that customers consider leading to a customer purchase decision (Agustin & Singh, 2005; McDougle & Levesque, 2000; Foster & Cadogan, 2000; Andreassen & Lindestad, 1998). The authors agree that while trust and value are not leading indicators of loyalty, they do impact satisfaction which in turn may impact loyalty.

Relationships

Based on what has been covered so far, if a marketer can create a positive customer interaction with the customer, by providing an excellent service or good that exceeds the customer’s expectations at a great perceived value, is that enough to build loyalty? Lemon, Rust, and Zeithaml (2001) would say no. Based on research they published, the marketer needs to establish a relationship with the customer, or what they refer to as ‘relationship equity’. Shani and Chalasani (1992) agree and believe that the customer must be an active participant in that relationship.

There are four factors to relationship equity, as written by Lemon, Rust, and Zeithaml (2001). First, it is important if the customer attaches value to the relationship in excess of the actual value of the purchase. Second, relationship equity is important if there is an organization or community associated with the purchase. The authors use the example of a motorcycle club as a community that would enrich the relationship. The third factor deals with the learning process a marketer goes through to better understand the customer, and anticipate future needs. Finally, even when the customer chooses to stop purchasing or receiving the service, the marketer has an opportunity to manage the relationship, such as when a customer chooses to stop using an Internet or cell phone service provider.

Gwinner, Gremler and Bitner (1998) also write about the importance of service marketers developing relationships and the benefits customer expect from those relationships. They say that customers expect social, psychological, and economic benefits from the relationship. Social benefits refer to the community also mentioned on the previous study. An example would be a bar where everybody knows your name, such as on the television Cheers, from the 1980s. Psychological benefits refer to the feelings a customer may experience after dealing with a marketer over time. Those feelings might be trust, confidence, or even a reduction in the anxiety a customer might experience after frequenting the same dentist over many years. Finally, economic benefits refer to the discounts or price reductions a customer expects from a marketer. There are also non-monetary benefits,
such as better or quicker service. The authors also list the ability of marketers to customize their service as an additional benefit for regular customers.

These services may create positive feelings toward the marketer, but they come at a cost. There are costs for the marketer to develop programs that add and maintain the benefits for customers. There are also costs for the marketer who offers price reductions or discounts. There are costs for the customer to join some of the communities described above. There may be costs to terminate a relationship, such as with cell phone services (Caruana, 2004).

These additional benefits and costs may help define the value previously mentioned as important to developing satisfaction and leading to loyalty. Lemon, Rust, and Zeithaml (2001) list three factors in the value equation: price, convenience, and quality. Price being the actual cost paid for the service or product. Convenience is described by the authors as those factors that a customer perceives as reducing the time necessary to make a purchase, such as location, selection, or availability. Quality comprises both the actual and perceived characteristics describing the interaction.

Foster and Cadogan (2000) state that the relationship formed is between the customer and the salesperson lead to the overall relationship the customer develops with the marketer. As customers develop a level of comfort and satisfaction with the salesperson, they are likely to feel positively about their overall interaction with the marketer and the quality of the service offered.

Companies seeking to build relationships with customers have tried to use technology to develop that relationship. They add special phone numbers with IVR systems, web sites, and special emails to create value for the customer and demonstrate their interest in service, but that only serves to detract from the customer’s experience, because they feel that the provider doesn’t care enough to want to talk to them (Michaud, 2000). Zeithaml, Parasuraman, and Malhotra (2002) also discuss the use of technology. They write that companies must change their focus from using technology to build their business to using technology to service their customers.

The link to loyalty

So far we have focused on the marketer’s tenuous link to loyalty by building relationships with customers, increasing customer’s perception on quality and value, leading to increased satisfaction and finally to loyalty, maybe. Returning to the study published by Bhatty, Skinkle, and Spaulding (2001), they write that of the factors driving loyalty, 7 of 10 are relationship issues. For example, customers list staff attitude as both a positive reason to frequent (44%) and a reason they defect to other marketers (43%). In another example, 31% of customers list valuing the customer as a reason they frequent and 30% said that lack of valuing them as customers is a reason they defect. However, many customers 43% said that once they develop loyalty to a provider they are unlikely to shop anywhere else. Therefore, there is an opportunity to build loyalty given the right levers. Additionally, if almost half the customers can be considered loyal, then there may be a tie between loyalty and financial growth.

Reinartz and Kumar (2002) suggest that customers who are loyal may be more profitable because less money needs to be spent to attract them and they are more likely to relate their positive experiences through word-of-mouth advertising. Reichheld (2003) agrees that loyal customers are more profitable due to lower costs to acquire the sale. An additional view of loyalty from a financial point of view is offered by Reichheld, Markey, and Hopton (2000).
They suggest that sales and share can grow as the high value customers purchase and repurchase, referring others and developing attachment. They agree with Reichheld (2003) that costs to maintain the customers decreases, as the cost to prospect for new customers also declines. They also suggest that employees develop loyalty to the company as well, increasing job satisfaction, which in turn will lead to greater customer satisfaction and service.

**Summary and Recommendations for Additional Research**

Through the literature reviewed in the paper it has been demonstrated that developing customer loyalty to a business can help drive revenues, profits, and market share. However, the path to customer loyalty is not straightforward, and consists of many different aspects.

The literature is clear that marketers need to develop relationships with their customers. In order to develop meaningful relationships the literature is less clear, but provides several components, such as the need for trust, perceived value, and perceived quality. The literature also suggests that marketers need to develop relationships at the direct salesperson level, and at the organizational level (Delgado-Ballester & Munuera-Aleman, 2001; Foster & Cadogan, 2000).

In addition to the development of trusting relationships, marketers need to develop satisfaction within the customer base. An increase in satisfaction is thought to reduce switching. Another aspect includes a match between a customer’s aspiration and the image of the brand (Andreassen & Lindestad, 1998). The path to loyalty leads from relationships through satisfaction and finally for a lucky few to loyalty.

While loyalty is often thought of as part of an integrated marketing plan, companies who include loyalty as part of the overall business plan are more likely to be successful (Duffy, 1998; Reichheld, 1993). Additionally, the most successful loyalty programs are those that provide benefits to both sides (Gwinner, Gremler, & Bitner, 1998).

The business and marketing plans must account for the nature of the customer base. In most markets and industries, there is more than one choice. Uncles, Dowling, and Hammond (2003) point out that as long as there is a choice, in any given category, customers are likely to purchase more than one brand. The goal of a loyalty program then, should be to focus on the high value customers, building volume within that base, and minimizing defection in other segments (Wangenheim & Bayon, 2004; Bhatty, Skinkle, & Spaulding, 2001; Rowley & Dawes, 2000; Reichheld, 1993).

There are several areas for future research identified in the literature. Research on relationships has been identified to look across various industries and whether relationships vary in consumer products versus B2B. Another related research topic is switching – can it be predicted and influenced (Caruana, 2004; Grinner, Gremler, & Bitner, 1998)?

Another area of research is on the use of technology in service industries and the impact on satisfaction and loyalty. How can it influence satisfaction with customers (Bitner, Brown, & Meuter, 2000)?

Finally, literature calls out the need for research on trust. More work needs to be done to understand brand trust used in brand and product extensions (Delgado-Ballester & Munuera-Aleman, 2001).
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Abstract
Much attention has been paid in the literature to the salary determination of professional athletes in Major League Baseball (MLB) and National Football League (NFL) whose earnings are determined by past and expected future performance. However, the earnings of professional golfers depend strictly on their current performance in the tournaments held during the course of a season (Nero, 2001). This study performs comparative analysis of the structure of professional golfers’ official tour earnings in Professional Golf Association (PGA) and Ladies Professional Golf Association (LPGA) in 2007. The results show that controlling for the number of events that a player participates in, driving distance and accuracy, improvements in green in regulations, and putting average are significant determinants of earnings of LPGA players. The PGA results are similar to LPGA but the performance determinants have greater economic impact on earnings of the PGA golfers, possibly revealing their higher earnings efficiency and/or gender inequality.

Introduction
Much attention has been given to the study of the performance and earnings structure of professional sports players in Major League Baseball (MLB) (Scully, 1974; Zech, 1981; Sommers and Quinton, 1982; and Gustafson and Hadley, 1995) and in National Football Leagues (NFL) (Scahill, 1985; Kahn, 1992; Gius and Johnson, 2000; and Massey and Thaler, 2005). However, little attempt has been made for the study of earnings structure of professional golf players. There is an interesting difference in the earnings structure of the MLB or NFL players and professional golfers. The current earnings of the MLB or NFL players are determined by two most important factors: 1) past performance and 2) their expected future performance and contribution to the team. The earnings of professional golfers, however, depend strictly on their current performance in the tournaments held during the course of season. Also, unlike their counterparts in the MLB and NFL, professional golfers are usually responsible for their own expenses, such as travel, caddie, and meal expenses. In order to improve their earnings and performance, professional golfers’ investment decisions should be on improving the aspects of their game which lead to the greatest increase in their earnings.

This study performs comparative analyses of the structure of professional golfers’ official tour earnings in the Professional Golf Association (PGA) and the Ladies Professional Golf Association (LPGA) in the most recent year, 2007. Even though few attempts have been made to study this issue, there are several previous studies to note. Ehrenberg and Bognanno (1990) find that the level and structure of tournament prize money influence players’ performance, which occurs primarily in the later rounds of a tournament and especially for players that have exemptions to play on the tour in the following year. Orszag (1994), however, shows that the level of the PGA tournament money has an insignificant effect on performance. Moy and Liaw (1998), based on an earnings determination equation using performance variables, identify several determining skills that lead to an increase in players’ official earnings. Nero (2001) also tests the significance of selected performance variables in determining the PGA players’ earnings and finds some important determinants.

Based on the previous studies, we investigate the determination of the earnings structure of both the LPGA and PGA golfers. We first develop an earnings equation using selected performance variables which are known to have significant effects in determining their official tour earnings for the LPGA and PGA players (Nero, 2001), and analyze the marginal effect of those variables on the players’ annual earnings. We then compute the level of each player’s relative
efficiency by using the estimated equation and check which golfers played more efficiently given their level of performance during the year. The structure of this paper is: The next section will examine the descriptive statistics of the players’ annual tour earnings and their performance (skill) variables for the LPGA and PGA players during the 2007 season. In Section III, the regression estimation results of the professional players’ earnings on those performance variables will be discussed for both the LPGA and PGA players, and then the marginal effect of each of those variables on the annual tour earnings for both LPGA and PGA players will be estimated. In Section IV, we will compute the relative performance efficiency of players by comparing their actual and estimated tour earnings given the level of their performance. The summary of results will conclude the paper.

Data Description and Test Model

Table 1 in the appendix shows the definitions and descriptive statistics of the LPGA and PGA players’ annual tour earnings and their performance variables in 2007. The data of LPGA players are from the official web site of LPGA (www.LPGA.com), while those of PGA players are from the website of PGA Tour (www.PGATOUR.com). As long as a player’s name and all relevant data are available from the official web site, that player is included in our data sets, which totals 133 LPGA players and 194 PGA players in 2007. The performance variables include driving distance (DD), driving accuracy (DA), green in regulation (GIR), sand saves (SS), the putting average (PUT), and the number of tour events that each golfer played (START). The average amount of annual tour earnings for an average LPGA player is $331,565, while that of an average PGA player is $1,309,098 in 2007, which is about four times larger than that of the LPGA player. Shamanske (2000) suggests that the majority of the earnings gap is due to difference in measured performance skills and not due to different return to various performance characteristics (variables) between LPGA and PGA players, which does not support the idea of a gender disparity in the earnings of professional golfers. While the LPGA players show better performance in DA (65.47% vs 63.49%) and PUT (28.98 vs 29.30), their performance is significantly lower in DD (249.74 vs 289.05 yards), GIR (61.31% vs 64.56%), and SS (38.64% vs 49.19%). The average number of events that a player participated in is also lower for LPGA player than PGA player (20.61 vs 25.50). Table 2 shows the degree of earnings concentration among the top LPGA-PGA players in 2007. The LPGA shows a substantially higher level of earnings concentration among top-earning players. Top 5 LPGA players take 22.51%, top 10 players take 33.98%, and top 20 players take 52.57% of total LPGA tour earnings. On the other hand, top 5 PGA players take 12.08%, top 10 players take 19.88%, and top 20 players take 30.36% of total PGA tour earnings. It suggests that the competition is significantly more intense in PGA tours than in LPGA tours, which may be part of the reason for the higher prize earnings for PGA players.

Table 2.
Degree of Earnings Concentration among the Top PGA – LPGA Players, 2007

<table>
<thead>
<tr>
<th></th>
<th>Top 5 Players</th>
<th>Top 10 Players</th>
<th>Top 20 Players</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPGA</td>
<td>22.51%</td>
<td>33.98%</td>
<td>52.57%</td>
</tr>
<tr>
<td>PGA</td>
<td>12.08%</td>
<td>19.88%</td>
<td>30.36%</td>
</tr>
</tbody>
</table>

Sources of data and t-tests for differences between LPGA and PGA

Our model specification is as follows: controlling for the number of events that the player participated in during the season, his or her annual tour earnings is a function of five performance variables:

\[
\ln(\text{EARN}) = b_0 + b_1 \ln(\text{DD}) + b_2 \text{DA} + b_3 \text{GIR} + b_4 \text{SS} + b_5 \ln(\text{PUT}) + b_6 \ln(\text{START}) + e \quad (1)
\]

where EARN is a player’s annual tour earnings, DD is a driving distance, DA is the driving accuracy, GIR is the green in regulation, SS is the sand saves, PUT is the average number of putting per round of 18 holes, and START is the number of tour events that each player played. One interesting finding is that driving distance (DD) and driving accuracy (DA) is
negatively correlated, which is quite expected and understandable: if a player tries to hit a longer driving distance, it is usually at the cost of a lower driving accuracy, especially for players at a lower competency level. The negative correlation between the two is more apparent for PGA players \((-0.65)\) than for LPGA \((-0.47)\), which is high enough to create a co-linearity issue in the regression estimation results as discussed below.

**Estimation Results and Marginal Effect Analysis**

Table 3 in the appendix shows the estimation results of earnings determination models for the professional golfers in LPGA and PGA. We show three sets of estimation results – one with both DD and DA included, the second with DA variable only, and the third with DD only. Three variables, DA, GIR, and SS, are included in the model without any transformations because they are already in percentage terms, while DD, PUT, and EVENTS are included in the natural log form because they are in levels. Hence, the estimated coefficients are interpreted as net percentage change in earnings resulting from a one percent change in the performance variables. The results on LPGA players show that all the performance variables except sand saves (SS) are significant determinants of annual tour earnings. Controlling for the number of events in which a player participates, a one-percent increase in driving distance (DD) results in 2.64% increase in her annual earnings, a one percent improvement in driving accuracy (DA) results in 1.97% increase in earnings, while a one percent improvement in green in regulation (GIR) results in 16.26% increase in earnings, and a one percent improvement in putting (PUT) results in 19.50% increase in earnings. Apparently, the most significant effect is found in the variables of PUT and GIR, which suggests that a player’s major investment should be on improvement in putting and green in regulation. Another interesting finding for the LPGA players is that the effect of two variables DD and DA is significant only when both variables are included in the earnings model simultaneously. When only one of these variables is included in the model, the effect disappears. The PGA results, on the other hand, show that when both variables are included in the model, the significant effect of DD disappears, and the effect of DA shows an opposite sign in the results. As briefly mentioned at the beginning of this section, driving distance (DD) is negatively correlated with driving accuracy (DA), but the negative correlation is significantly higher for PGA players \((-0.65)\) compared to that of LPGA \((-0.47)\). It appears that the two variables create a co-linearity problem when they are simultaneously included in the determination model for the PGA players. The simple solution for the issue is to include only one of the variables, as shown on the second and third columns of the PGA results. It appears that the DD variable dominates the results, which is reflected in a strong positive effect as shown in the third column of the PGA results but the sign of DA is negative contrary to our expectations. Summarizing the results for the PGA players based on the third model specification, a one percent improvement in the driving distance (DD) leads to a 4.32% increase in the player’s earnings, while a one percent improvement in green in regulation (GIR), results in 17.28% increase. Finally, a one percent improvement in putting (PUT) results in 30.82% increase in his tour earnings. Obviously, the most economically significant performance variable is PUT, and the second is GIR. These results are consistent with those for the LPGA players, but the significance of the PUT effect on earnings is much stronger than that of GIR for the PGA players. While the significance of the GIR effect is about the same for LPGA and PGA results, the effect of the PUT variable is much stronger for PGA players (19.50% vs 30.82%). The longer driving distance 289.05 yards by PGA players over 249.74 yards by LPGA players and the higher GIR 64.56% by PGA players over 61.31% by LPGA players could be a major part of the contributing factors for the earnings disparity for LPGA and PGA players, a result consistent with earlier studies (Shamanske, 2000). The goodness-of-fit of the earnings model appears to be much higher for the LPGA players – the adjusted R² is 0.888 versus 0.362 for the PGA model. Finally, an interesting difference between the LPGA and PGA model is that the number of events (EVENTS) is a significant factor for the LPGA model, implying that the more
events LPGA players participate in (whether qualified or invited), the higher are their earnings, which is not the case for the PGA players.

Table 4 in the appendix shows the marginal effect of a one percent improvement in the determinants on a player’s annual tour earnings for the LPGA and PGA. Controlling for the effect of EVENTS, a one-percent increase in driving distance (2.49 yards) of an average LPGA player results in $5,450 increase in her annual earnings, while a one percent improvement in driving accuracy results in $6,529 increase in earnings. On the other hand, a one percent improvement in green in regulation and putting by a LPGA player results in $53,896 and $64,642 increase in her annual tour earnings, respectively. On the other hand, one-percent increase in driving distance (2.89 yards) of a PGA player results in $56,514 increase in his annual earnings, which is ten times greater than that for an LPGA player. Examining the effect of the two dominant factors, GIR and PUT, a one percent improvement in green in regulation and putting by an average PGA player leads to an increase in his tour earnings by $226,265 and $403,412, respectively, both of which are significantly larger than those for an LPGA player.

Level of Relative Earnings Efficiency

In the previous section, we discussed the details of estimation results of the earnings determination model. We also analyzed the marginal effect of a one percent improvement in each of the performance variables on annual earnings and identified some critical determinants that each player should concentrate his or her practice efforts on in order to improve annual tour earnings significantly. Another interesting question to ask would be: Given a player’s current level of performance, how efficiently he or she played during the year? This is done by comparing a player’s actual earnings and expected earnings computed by the estimated determination equation (fitted earnings). Given the golfer’s level of performance, if the actual level is higher than expected (fitted) level, it can be said that the player was earnings-efficient during the year. To compute a uniform efficiency measure, we follow the procedure employed by Nero (2001). We first compute the difference between the natural log of a player’s actual earnings and predicted earnings, with the resultant the error term in the estimated regression model. We then compute each player’s frontier earnings:

\[
\ln(\text{frontier earnings}) = \ln(\text{expected earnings}) + \max (\text{error terms}) \quad (2)
\]

The efficiency measure is the ratio of actual earnings to frontier earnings. The size of the efficiency measure indicates the efficiency level relative to the player with the highest level of efficiency (1.000) - a higher efficiency measure means that the player was more earnings-efficient given the current performance level, and vice versa.

The results for top 30 player in both LPGA and PGA players are summarized in Table 5 in the appendix. The left panel shows that Ai Miyazato was the most earnings-efficient among the top 30 LPGA players, and Francella, Davies, Lincicome, Gulbis, Inkster, Prammanasudh, Kerr, … are among the most efficient-player group. Pressel, Matthew, Ochoa, Petterson, … are still among the efficiency group but not as efficient as the first group. Gustafson, Webb, and Stanford were the ones who got about the right amount of earnings for their performance level. On the other hand, Sorenstam, Creamer, Lee and Kim were among the inefficient group, whose actual earnings were lower than their expected earnings in 2007. Paula Creamer should have got $1,611K for her performance, but ended up with $1,385K. Although Sorenstam was not very active in 2007, she could have got $605K for her performance, but ended up with $533K for the year. Lee and Kim show a similar story.

The right panel shows the results of the PGA players. It appears that Howell, Wetterich, Weekley, Mickelson, Allenby, Sabbatini, Scott, Johnson, Furyk, Singh, Choi… were among the most-efficient group. Stürcker, Woods, Harrington, Ogilvy, Els, Garcia are still among the efficient group but not as efficient as the first group. Clark is the one who got about the right level of earnings for his performance. The results show that most PGA players are earnings-
efficient relative to LPGA players. This means that these golfers were able to generate the most earnings from their given level of performance. One explanation for this difference could be a more intense competition as indicated by the degree of earnings concentration in Table 2. Another explanation for the PGA golfers’ higher efficiency is that they receive higher premium for their skills and performance, which would constitute a type of gender inequality – a possible area of future research.

**Conclusion**

This study estimates golfers’ earnings in LPGA and PGA based on various measures of performance including driving distance, driving accuracy, putting average, green in regulation, and the number of save sands. Controlling for the number of events, the results show that some measures of performance, such as putting and green in regulation, have a greater impact on earnings than driving distance and driving accuracy for both LPGA and PGA golfers. Interestingly, male players are compensated more for these performance measures compared to their female counterparts either due to their greater ability to generate earnings from performance (efficiency), more intense competition in the PGA Tour, or a type of gender inequality.
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Table 1.
Descriptive Statistics for the Performance of LPGA and PGA Players, 2007

<table>
<thead>
<tr>
<th></th>
<th>EARN$</th>
<th>DD</th>
<th>DA</th>
<th>GIR</th>
<th>SS</th>
<th>PUT</th>
<th>EVENTS</th>
<th>Number of Players</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LPGA</strong></td>
<td>Mean</td>
<td>$331,565</td>
<td>249.74yds</td>
<td>65.47%</td>
<td>61.31%</td>
<td>38.64%</td>
<td>28.98</td>
<td>20.61</td>
</tr>
<tr>
<td></td>
<td>(STDEV)</td>
<td>(485,143)</td>
<td>(8.87)</td>
<td>(5.72)</td>
<td>(3.63)</td>
<td>(8.28)</td>
<td>(1.06)</td>
<td>(4.09)</td>
</tr>
<tr>
<td><strong>PGA</strong></td>
<td>Mean</td>
<td>$1,309,098</td>
<td>289.05yds</td>
<td>63.49%</td>
<td>64.56%</td>
<td>49.19%</td>
<td>29.30</td>
<td>25.50</td>
</tr>
<tr>
<td></td>
<td>(STDEV)</td>
<td>(1,235,792)</td>
<td>(8.60)</td>
<td>(5.20)</td>
<td>(2.50)</td>
<td>(6.08)</td>
<td>(0.52)</td>
<td>(4.57)</td>
</tr>
</tbody>
</table>

- Standard deviations are in parenthesis.

DD – driving distance (yards)

DA – driving accuracy (%)

GIR – green in regulation (%)

SS – sand saves (%)

PUT – the average number of putting per round of 18 holes

EVENTS – the number of tour events that each player played
<table>
<thead>
<tr>
<th></th>
<th>LPGA</th>
<th>PGA</th>
<th></th>
<th>LPGA</th>
<th>PGA</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
<td>II</td>
<td>III</td>
<td>I</td>
<td>II</td>
<td>III</td>
</tr>
<tr>
<td>CONST</td>
<td>47.555**</td>
<td>61.807**</td>
<td>56.739**</td>
<td>99.134**</td>
<td>102.87**</td>
<td>81.035**</td>
</tr>
<tr>
<td>LOG(DD)</td>
<td>2.644*</td>
<td>0.564</td>
<td>0.759</td>
<td>4.317*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.163)</td>
<td>(1.061)</td>
<td>(3.380)</td>
<td>(1.863)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DA</td>
<td>1.969*</td>
<td>0.902</td>
<td>-2.616</td>
<td>-2.951*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.847)</td>
<td>(0.727)</td>
<td>(2.302)</td>
<td>(1.329)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GIR</td>
<td>16.255**</td>
<td>17.862**</td>
<td>17.827**</td>
<td>19.797**</td>
<td>20.179**</td>
<td>17.284**</td>
</tr>
<tr>
<td></td>
<td>(1.192)</td>
<td>(0.949)</td>
<td>(1.021)</td>
<td>(5.218)</td>
<td>(4.310)</td>
<td>(4.012)</td>
</tr>
<tr>
<td>SS</td>
<td>0.112</td>
<td>0.167</td>
<td>0.186</td>
<td>1.461</td>
<td>1.458</td>
<td>1.359</td>
</tr>
<tr>
<td></td>
<td>(0.377)</td>
<td>(0.409)</td>
<td>(0.412)</td>
<td>(1.276)</td>
<td>(1.274)</td>
<td>(1.267)</td>
</tr>
<tr>
<td></td>
<td>(0.915)</td>
<td>(0.901)</td>
<td>(0.971)</td>
<td>(6.796)</td>
<td>(6.936)</td>
<td>(7.073)</td>
</tr>
<tr>
<td>LOG(EVENTS)</td>
<td>1.418**</td>
<td>1.395**</td>
<td>1.437**</td>
<td>0.123</td>
<td>0.116</td>
<td>0.147</td>
</tr>
<tr>
<td></td>
<td>(0.168)</td>
<td>(0.184)</td>
<td>(0.177)</td>
<td>(0.364)</td>
<td>(0.371)</td>
<td>(0.380)</td>
</tr>
<tr>
<td>Adj-R²</td>
<td>0.888</td>
<td>0.886</td>
<td>0.884</td>
<td>0.370</td>
<td>0.365</td>
<td>0.362</td>
</tr>
</tbody>
</table>

** Significant at 1%,  * Significant at 5%, + Significant at 10%.

- Standard errors are for each estimated parameters in parenthesis.
Table 4.
Analysis on the Marginal Effect of a 1% Improvement in the Determinants on the Player’s Annual Tour Earnings, LPGA vs PGA, 2007.

<table>
<thead>
<tr>
<th>Determinants</th>
<th>LPGA (Average Earnings = $331,565)</th>
<th>PGA (Average Earnings = $1,309,098)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Based on Model I</td>
<td>Based on Model III</td>
</tr>
<tr>
<td></td>
<td>1% Improvement</td>
<td>Marginal Effect</td>
</tr>
<tr>
<td>DD</td>
<td>2.496yds</td>
<td>1.644*</td>
</tr>
<tr>
<td>DA</td>
<td>1%</td>
<td>1.969*</td>
</tr>
<tr>
<td>GIR</td>
<td>1%</td>
<td>16.255**</td>
</tr>
<tr>
<td>SS</td>
<td>1%</td>
<td>0.112</td>
</tr>
<tr>
<td>PUT</td>
<td>0.290</td>
<td>19.496**</td>
</tr>
<tr>
<td>START</td>
<td>0.206</td>
<td>1.418**</td>
</tr>
</tbody>
</table>

** Significant at 1%, * Significant at 5%, + Significant at 10%.
<table>
<thead>
<tr>
<th>LPGA PLAYERS</th>
<th>ACTUAL</th>
<th>PREDICTED</th>
<th>EFFIC</th>
<th>PGA PLAYERS</th>
<th>ACTUAL</th>
<th>PREDICTED</th>
<th>EFFIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ai Miyazato</td>
<td>788,477</td>
<td>328,935</td>
<td>1.000</td>
<td>Charl. Howell III</td>
<td>$2,832,091</td>
<td>$646,454</td>
<td>1.000</td>
</tr>
<tr>
<td>Meag. Francella</td>
<td>507,292</td>
<td>244,955</td>
<td>0.864</td>
<td>Brett Wetterich</td>
<td>2,208,282</td>
<td>591,014</td>
<td>0.853</td>
</tr>
<tr>
<td>Laura Davies</td>
<td>692,010</td>
<td>381,000</td>
<td>0.758</td>
<td>Boo Weekley</td>
<td>2,613,211</td>
<td>755,674</td>
<td>0.789</td>
</tr>
<tr>
<td>Maria Hjorth</td>
<td>949,055</td>
<td>592,782</td>
<td>0.668</td>
<td>Phil Mickelson</td>
<td>5,819,988</td>
<td>1,884,335</td>
<td>0.705</td>
</tr>
<tr>
<td>Brittany Lincicome</td>
<td>871,384</td>
<td>549,320</td>
<td>0.662</td>
<td>Robert Allenby</td>
<td>2,219,538</td>
<td>764,821</td>
<td>0.662</td>
</tr>
<tr>
<td>Natalie Gulbis</td>
<td>886,404</td>
<td>592,443</td>
<td>0.624</td>
<td>Rory Sabbatini</td>
<td>4,550,040</td>
<td>1,569,054</td>
<td>0.662</td>
</tr>
<tr>
<td>Juli Inkster</td>
<td>736,521</td>
<td>501,609</td>
<td>0.613</td>
<td>Adam Scott</td>
<td>3,413,185</td>
<td>1,196,943</td>
<td>0.651</td>
</tr>
<tr>
<td>Seon Hwa Lee</td>
<td>1,100,198</td>
<td>751,862</td>
<td>0.610</td>
<td>Zach Johnson</td>
<td>3,922,338</td>
<td>1,410,937</td>
<td>0.662</td>
</tr>
<tr>
<td>S. Prammanasudh</td>
<td>863,045</td>
<td>617,281</td>
<td>0.583</td>
<td>Jim Furyk</td>
<td>4,154,046</td>
<td>1,525,634</td>
<td>0.622</td>
</tr>
<tr>
<td>Laura Diaz</td>
<td>528,529</td>
<td>386,652</td>
<td>0.570</td>
<td>Vijay Singh</td>
<td>4,728,376</td>
<td>1,798,745</td>
<td>0.600</td>
</tr>
<tr>
<td>Cristie Kerr</td>
<td>1,098,921</td>
<td>814,579</td>
<td>0.563</td>
<td>K.J. Choi</td>
<td>4,587,859</td>
<td>1,754,874</td>
<td>0.597</td>
</tr>
<tr>
<td>Mi Hyun Kim</td>
<td>1,273,848</td>
<td>945,381</td>
<td>0.562</td>
<td>M. Calcavecchia</td>
<td>2,993,332</td>
<td>1,179,549</td>
<td>0.579</td>
</tr>
<tr>
<td>Jeong Jang</td>
<td>1,038,598</td>
<td>794,618</td>
<td>0.545</td>
<td>Luke Donald</td>
<td>2,190,053</td>
<td>874,469</td>
<td>0.572</td>
</tr>
<tr>
<td>Sherri Steinhauer</td>
<td>574,270</td>
<td>463,252</td>
<td>0.517</td>
<td>Woody Austin</td>
<td>2,887,596</td>
<td>1,177,514</td>
<td>0.536</td>
</tr>
<tr>
<td>Morgan Pressel</td>
<td>972,452</td>
<td>798,443</td>
<td>0.508</td>
<td>Hunter Mahan</td>
<td>2,858,995</td>
<td>1,217,514</td>
<td>0.536</td>
</tr>
<tr>
<td>Cat. Matthew</td>
<td>518,366</td>
<td>427,254</td>
<td>0.506</td>
<td>Steve Stricker</td>
<td>4,663,077</td>
<td>2,022,612</td>
<td>0.526</td>
</tr>
<tr>
<td>Lorena Ochoa</td>
<td>$4,364,994</td>
<td>$3,616,141</td>
<td>0.504</td>
<td>Tiger Woods</td>
<td>10,867,052</td>
<td>4,823,916</td>
<td>0.514</td>
</tr>
<tr>
<td>Suz. Pettersen</td>
<td>1,802,400</td>
<td>1,509,562</td>
<td>0.498</td>
<td>Aaron Baddeley</td>
<td>3,441,119</td>
<td>1,532,699</td>
<td>0.512</td>
</tr>
<tr>
<td>Angela Park</td>
<td>983,922</td>
<td>837,459</td>
<td>0.490</td>
<td>Pad. Harrington</td>
<td>2,658,283</td>
<td>1,211,078</td>
<td>0.501</td>
</tr>
<tr>
<td>Shi Hyun Ahn</td>
<td>521,467</td>
<td>446,527</td>
<td>0.487</td>
<td>Geoff Ogilvy</td>
<td>2,943,203</td>
<td>1,351,730</td>
<td>0.497</td>
</tr>
<tr>
<td>Sarah Lee</td>
<td>713,084</td>
<td>637,107</td>
<td>0.467</td>
<td>Steve Flesch</td>
<td>2,288,899</td>
<td>1,106,761</td>
<td>0.472</td>
</tr>
<tr>
<td>Nicole Castrale</td>
<td>854,292</td>
<td>787,948</td>
<td>0.452</td>
<td>Scott Verplank</td>
<td>3,114,289</td>
<td>1,533,375</td>
<td>0.464</td>
</tr>
<tr>
<td>Se Ri Pak</td>
<td>820,129</td>
<td>771,236</td>
<td>0.444</td>
<td>John Rollins</td>
<td>2,488,891</td>
<td>1,304,450</td>
<td>0.436</td>
</tr>
<tr>
<td>Sophie Gustafson</td>
<td>469,748</td>
<td>466,399</td>
<td>0.420</td>
<td>Ernie Els</td>
<td>2,705,715</td>
<td>1,477,311</td>
<td>0.418</td>
</tr>
<tr>
<td>Karrie Webb</td>
<td>630,030</td>
<td>625,796</td>
<td>0.420</td>
<td>Sergio Garcia</td>
<td>3,721,185</td>
<td>2,034,229</td>
<td>0.418</td>
</tr>
<tr>
<td>Angela Stanford</td>
<td>713,880</td>
<td>725,019</td>
<td>0.411</td>
<td>Stewart Cink</td>
<td>2,483,146</td>
<td>1,419,769</td>
<td>0.399</td>
</tr>
<tr>
<td>Annika Sorenstam</td>
<td>532,718</td>
<td>604,532</td>
<td>0.368</td>
<td>Justin Rose</td>
<td>2,705,875</td>
<td>1,769,233</td>
<td>0.349</td>
</tr>
<tr>
<td>Paula Creamer</td>
<td>1,384,798</td>
<td>1,611,779</td>
<td>0.358</td>
<td>Bran. Snedeker</td>
<td>2,836,643</td>
<td>2,000,787</td>
<td>0.324</td>
</tr>
<tr>
<td>Jee Young Lee</td>
<td>966,256</td>
<td>1,126,488</td>
<td>0.358</td>
<td>Heath Slocum</td>
<td>2,184,379</td>
<td>1,846,788</td>
<td>0.270</td>
</tr>
<tr>
<td>Christina Kim</td>
<td>626,075</td>
<td>860,990</td>
<td>0.303</td>
<td>Tim Clark</td>
<td>2,615,152</td>
<td>2,527,979</td>
<td>0.236</td>
</tr>
</tbody>
</table>